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1 Online survey on AI for the media industry 

One of the tools used to deliver this roadmap on AI for the media industry was a public survey 

addressed to both AI researchers working on multimedia AI but also to people working in the 

media industry or whose work is closely related to this industry (e.g. researchers studying the 

media, media regulators, people working in relevant NGOs, etc.). The survey aimed to collect 

their opinions on the benefits, risks, technological trends and challenges of AI use in the media 

industry as well as their experience on AI strategies and AI skills in media organisations, their 

insights on the most promising ways to facilitate AI adoption and knowledge transfer and, finally, 

their perceptions about ethical use of AI. 

The anonymous online survey was launched in December 2021 by the AI4Media project and 

included two slightly different versions of the same structured questionnaire, addressed to the 

AI research community and the media professionals’ community, respectively (see Appendix, 

sections 2.1 and 2.2, respectively). The majority of the questions were the same but there were 

some additional questions addressed specifically either to the first or second community. The 

survey could be accessed through the AI4Media website1 (see Figure 1). In total, 150 people 

completed the survey, 98 from the AI research community and 52 from the media industry or 

organisations related to the media. In the following, we briefly describe the target groups and 

content of each questionnaire. 

  

Figure 1: Webpage of the AI4Media online survey on AI for the Media Industry.  

Questionnaire for the AI research community (AIResearchQuest): This questionnaire was 

targeted at AI researchers and developers working in academia, research or ICT industry. The 

survey included the following sections: (1) Professional background of survey respondents; (2) 

Future AI technology trends for the media sector; (3) AI benefits for the media sector; (4) AI risks 

for the media sector; (5) AI challenges for the media sector; (6) Adoption of AI solutions by media 

                                                           
1 AI4Media 1st Online Survey on AI Technologies and Applications for the Media Sector (2021): 
https://www.ai4media.eu/1st-survey-on-ai-for-media-2021/  

https://www.ai4media.eu/1st-survey-on-ai-for-media-2021/
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sector; (7) AI ethics & AI regulation. In total, 98 members of the AI research community 

completed this questionnaire. More information on their professional background can be found 

in the next section. Some screenshots of this questionnaire can be seen in Figure 2. The full 

version is available in the Appendix, in section 2.1. 

Questionnaire for the media industry (MediaProfQuest): This questionnaire was targeted at 

media industry representatives (news industry, film/TV/radio industry, gaming industry, music 

industry, content providers, advertisers etc.) as well as at people whose work is about the media 

sector more broadly (e.g. fact checkers that work in NGOs, representatives of independent 

authorities that supervise and regulate media, social scientists that study the media, etc.). The 

survey included the following sections: (1) Professional background of respondents; (2) AI 

benefits for the media sector; (3) AI risks for the media sector; (4) AI challenges for the media 

sector; (5) AI strategies & skills in media sector; (6) Adoption of AI solutions by media sector; (7) 

AI ethics & regulation. In total, 52 people completed this questionnaire. More information on 

their professional background can be found in the next section. Some screenshots of this 

questionnaire can be seen in Figure 3. The full version is available in the Appendix, in section 

2.2. 

In both versions of the survey, each questionnaire section usually included 1-2 multiple choice 

questions + complementary open-ended questions (allowing respondents to elaborate, in case 

the previous choices were not enough). Some survey questions and answers have been inspired 

by Deloitte's survey on "State of AI in the Enterprise", 2nd edition2.  

In the following subsections, we analyse the received responses. Each subsection corresponds 

to a different survey section. 

    

Figure 2: Questionnaire addressed to the AI research community (full version available in the Appendix, section 
2.1).  

                                                           
2 Deloitte's survey on "State of AI in the Enterprise", 2nd edition (2020): 
https://www2.deloitte.com/content/dam/insights/us/articles/4780_State-of-AI-in-the-enterprise/DI_State-of-AI-in-
the-enterprise-2nd-ed.pdf  

https://www2.deloitte.com/content/dam/insights/us/articles/4780_State-of-AI-in-the-enterprise/DI_State-of-AI-in-the-enterprise-2nd-ed.pdf
https://www2.deloitte.com/content/dam/insights/us/articles/4780_State-of-AI-in-the-enterprise/DI_State-of-AI-in-the-enterprise-2nd-ed.pdf
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Figure 3: Questionnaire addressed to media industry professionals (full version available in the Appendix, section 
2.2). 

1.1 Professional background of survey respondents  

With regard to the questionnaire addressed to the AI research community, 81% of the 

responders work in academia or research and 5% in the ICT industry. 56% are researchers, 10% 

software developers, and 15% Innovation or R&D managers. Their main research interests 

include general topics like machine learning (72%), deep learning (65%) and data science (45%), 

as was expected. With regard to more specific fields, the most popular ones are image/video 

analysis (55%), text analysis (23%), audio or speech analysis & synthesis (19% and 17%), 

trustworthy AI (23%) and AI ethics (17%). This information is visualised in Figure 4. 
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Figure 4: Information about the professional background of respondents to the AIResearchQuest questionnaire.  

With regard to the questionnaire addressed to media professionals, 54% of respondents work 

in Public Service Media (PSM) (25%) or the media & entertainment industry (29%). The rest work 

for independent authorities, NGOs, academia/research (with their work related to media 

research), etc. 25% work in a big media network (network that includes several media - TV, radio, 

news and online media), 19% work in an online news platform while the rest work in various 

other media organisations (newspaper, TV, Radio, game industry, music, content providers, fact-

checking organisation, etc.) or organisations related to media (e.g. PSB associations, regulatory 

bodies, programmes for data driven media innovation etc.). With regard to their professional 

background, 21% are journalists, 30% are R&D managers or project managers in a media 

organisation while the rest are media content creators or providers, game developers, 

advertisers, fact-checkers, media regulators, media archivers, etc. (see Figure 5). 
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Figure 5: Information about the professional background of respondents to the MediaProfQuest questionnaire.  

The 150 respondents worked in 26 different countries in Europe but also in the US and India as 

can be seen in Figure 6. 
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Figure 6: The 26 countries that respondnets of the survey work in.  

1.2 Future AI technology trends for the Media Industry 

The next section of the survey explored the potential of selected AI technology trends to 

significantly help or transform (parts of) the media sector in the next decade. The technologies 

examined included a selection of the emerging technologies identified in the section “Overview: 

AI research & technology trends” of this Roadmap such as reinforcement learning, transformers 

for computer vision, emotion AI, causal AI, explainable AI, quantum computing, etc. The 

respondents were asked to assess the potential of each technology on a Likert scale (1: limited 

potential, 5: significant potential). This question was only addressed to the research community. 

The results are visualised in Figure 7. We can see that the technologies with the biggest potential 

according to respondents are automatic content analysis & content creation, multi-lingual NLP, 

learning with limited data, explainable AI and trusted and fair AI. These answers come as no 

surprise since these technologies aspire to provide solutions to some of the most pressing 

problems of the media industry: the ever-growing need for new content, the need to 

automatically analyse content to extract knowledge, the language barrier, the lack of data to 

train algorithms for new tasks or new domains, and the need for AI that can trusted to be fair 

and is able to explain its decisions. The technologies that are believed to have less potential are 

quantum computing and bioinspired learning, which are at the same time the two technologies 

for which we got a high number of “I don’t know” answers. Both technologies are still in a very 

experimental stage and quite far from becoming widely used in the media or other fields, which 

explains why respondents may not see their potential to change things significantly in the next 

decade. 
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Figure 7: Potential of emerging AI technology trends for the media sector (Likert scale: 1= limited potential, 5 = 
significant potential).  

This section also included an open question, focusing on which other emerging technologies 

have high potential for transforming the media sector. Answers included: 

 Transfer learning;  

 Federated learning & privacy preserving technologies; 

 Generative AI; 

 Better knowledge leveraging (particularly hierarchical and contextual) in training data; 

 AI exploiting multi-modality (combining text, image, sound, sentiment, context); 

 Thinking Models instead of Language Models; 

 MLOps to deploy and maintain ML models in production reliably and efficiently; 

 Green AI, scalable and energy-efficient technology. 

1.3 Benefits of AI technology for the Media Industry 

This section of the survey aims to explore the potential of AI to positively affect and benefit the 

media sector. Respondents were asked to assess each potential benefit for the media sector on 

a Likert scale (1: not important, 5: very important). The list of potential benefits that AI can bring 

to the media sector was devised based on the state-of the-art analysis of the section “Overview 

of existing AI roadmaps, surveys and review papers” of this Roadmap – some answers were also 

inspired by Deloitte’s survey as mentioned above. The focus was on popular applications and 

general business benefits that are applicable to all the different sectors of the media industry. 

Thus, we examine how important are from a business perspective personalisation of content & 

services, creation of new services or content, automation of routine tasks, enhanced decision 

making, big data analysis to identify business opportunities, improved monetisation of content 

and data etc.  
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This question was asked to both the AI and media communities. The results are visualised in 

Figure 8.  

 

 

Figure 8: Assessment of the potential AI benefits for the media sector by a) members of the AI research 
community (top) and b) members of the media industry (bottom) (Likert scale: 1 = not important, 5 = very 

important). 

We can see that survey participants consider automation & optimisation of routine tasks, 

personalisation of content and services, increased productivity & operational efficiency, and 

enhancement of current services as the most important benefits of AI. On the other side, both 

types of respondents seem to believe much less in the potential of AI to increase creativity or 

facilitate expansion to new markets / target new audiences. The finding about creativity is not 

that surprising since in other surveys too AI is considered as an assistant - someone to do the 

hard work - that will increase creativity only indirectly by freeing the workforce from tedious 
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and boring tasks. People seem to be still suspicious of this aspect of AI since creativity (also 

related to feeling, inspiration, innovative ideas, etc.) is mainly a characteristic attributed to 

humans. It is interesting to observe that media professionals are twice as sceptic about this issue 

compared to AI researchers. Most “I don’t know” answers have been received with regard to 

AI’s potential for monetising media assets, identifying business opportunities, and facilitating 

expansion to new markets. Obviously, these are complex issues that involve a lot of different 

factors (financial, social, business) and many media professionals may not be sure how exactly 

AI can fit in this equation (note however, that for all of these potential benefits, positive 

responds are much higher). As a general observation the results show that AI researchers are 

more eager to believe in AI’s transformative role than the media sector is, although both groups 

undoubtedly acknowledge that it will significantly help the media sector.  

This section also included an open question, focusing on what other benefits AI can bring to the 

media sector besides those included in the survey. The potential of AI to remove language 

barriers, automation of tedious tasks and content creation were the topics discussed more by 

the respondents. Some other interesting answers include: 

 Leveraging existing content to repurpose it (learning from videos, for instance) will 

enable a lot of new products. 

 Multilingual and transnational cooperation in content development and journalistic 

work. 

 Democratisation and quality content generation by everyone and everywhere. 

 Reducing marketing costs and providing the best possible ROI.  

 Solid ground decisions on what content to create and when to release it (content and 

timing). 

 Increase accessibility for disabled people, information accessibility and organisation for 

users, researchers’ research. 

 Information fact-checking and content verification, regardless of language. 

 Enhanced VR applications for all media. 

Finally, media professionals were asked whether they believe that the use of AI has a clear value 

or benefit for their media organisation. 71% answered ‘Yes’, 6% ‘No’, 6% ‘I don’t know’, while 

17% said that it was not clear to them. Although, there is definitely a positive expectation for AI, 

23% of respondents are still not sure about how AI can or whether AI will benefit their 

organisation. This necessitates increased awareness campaigns about what AI is and what it can 

do and possibly more clear strategies for the adoption and operationalisation of AI across a 

media organisation.  

1.4 Risks of AI technology for the Media Industry 

This section of the survey aims to explore the potential risks of AI technologies for the media 

sector. Respondents were asked to assess each potential risk on a Likert scale (1: not worried, 

5: very worried) both as professionals in their field but also as citizens. The list of potential risks 

that AI can bring to the media sector was devised based on the state-of the-art analysis of 

sections “Overview of existing AI roadmaps, surveys and review papers” and “Challenges, risks, 

and regulation frameworks for AI for the media industry” of this Roadmap. We examine risks of 
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AI automation, unethical use, lack of explainability, increased reliance on AI decisions, bias, 

vulnerability to attacks, user profiling etc. This question was asked to both the AI and media 

communities. The results are visualised in Figure 9.  

 

 

Figure 9: Assessment of potential AI risks for the media sector by a) members of the AI research community (top) 
and b) members of the media industry (bottom) (Likert scale: 1 = not worried, 5 = very worried). 

We can see that survey participants worry less about the risks of automation with regard to the 

loss of human jobs or limitation of human creativity. But they seem to worry a lot about 

everything else, most importantly about the unethical use of AI and its impact on society, AI 

bias, AI’s lack of explainability, and potential exploitation of AI to hinder fundamental human 

rights. It is interesting to note that media professional consider the former (unexplainable AI) a 

bigger risk than unethical use of AI. Media professionals also worry more about AI amplifying 

echo chambers, being used to silence voices in the media as well as about increased reliance on 

AI decisions - while researchers worry that governments will not be able to effectively regulate 
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AI, which will of course affect AI research as well. We also spot three areas where there is a non-

negligible difference between the opinions of media professionals and AI researchers. Media 

professionals worry much more about reliance on AI decisions and non-explainable AI and much 

less for AI models & software being susceptible to attacks than AI researchers do. This is not 

hard to explain. AI researchers develop AI so they know more about how it works or how it can 

be attacked. Media professionals don’t and that is why they worry about the increasing reliance 

on AI. 

In addition to the previous question, media professionals where asked about the potential AI 

risks of top concern to media companies. The answer options were mostly inspired by the 

Deloitte survey. Note that here the focus is on the business side (what are the risks for the 

company) while the previous question also included a societal dimension, asking respondents 

to provide their opinion also as thinking citizens. The responds to this question are summarised 

in Figure 10. Risks of top concern include high expectations & low return, failure of AI in a critical 

mission, and ethical risks. Especially the first, about the hype of AI and what it can actually 

deliver, seems to be the most important issue: making big investments on AI having high 

expectations but then not receiving a lot of benefit in return. Failure in a critical mission is also 

important since one of the main motives for AI adoption is the potential for automation of 

various tasks – this can be both a blessing and a curse. For the news industry, risks related to 

editorial/creative practices and journalistic values are also high in the list of concerns. Media 

professionals seem to worry less about making the wrong strategic decisions based on AI, non-

compliance with regulations or IPR issues related to new AI-generated content. Since adoption 

of AI in the industry is still in early stages, such issues may not worry people yet, especially since 

they still are not clear about the extent or repercussions of these risks (please note that for some 

of these risks we have received the most “I don’t know” answers). 

 

Figure 10: Assessment of top AI risks for media companies (Likert scale: 1 = no concern, 5 = great concern). 

Finally, this section also included an open question, asking respondents to identify other risks 

not mentioned in the previous questions, elaborating on issues related to their own research 

area or media organisation. Creativity, diversity, bias, employment, access, and IP are among 

the issues mostly discussed by respondents. Some interesting answers include: 
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 Devaluing of human creativity due to mass production enabled by AI and reducing 

cultural diversity. 

 More societal gaps (technology, digital competences, access to content and 

information, etc.) introduced. 

 People with no AI skills or unable to adapt may see their salary decreasing. 

 AI that misbehaves or AI that cannot be trusted (which can erode trust in media). 

 We should understand the full impact of bias in AI before adopting it. Humans tend to 

hide personal responsibility behind systems. 

 Wrong AI-based decisions are a serious threat, even small decisions may be biased. 

 Massive IP infringement. Unauthorised use of IP as training material, or input material. 

Untraceable unlicensed use. Unlicensed derivative works created by AI. 

1.5 AI challenges for the Media Industry 

This section of the survey aims to explore the challenges encountered by AI 

researchers/developers when developing AI technologies for the media sector and the 

challenges encountered by media professionals with regard to the adoption AI. A different list 

of challenges was assessed by each group of respondents since the former develop AI while the 

latter are the users of this technology. The lists were devised based on the state of the art 

analysis of section “Overview of existing AI roadmaps, surveys and review papers” of this 

Roadmap as well as by discussions that have been happening in the consortium since the 

beginning of the project with regard to the challenges faced by both research/technical partners 

and media industry partners. Respondents were asked to assess the importance of each 

challenge on a Likert scale (1: not important, 5: very important). The results are visualised in 

Figure 11 and Figure 12, respectively. 

With regard to the AI research community, we examine challenges such as lack of data, lack of 

understanding media sector needs, compliance with regulations, ethical challenges, lack of 

funding and talent, big-tech monopoly, etc. In Figure 11, we can see that AI researchers and 

developers consider by far the greatest challenges the lack of data in general to train and test 

their algorithms but also the reluctance of the media industry to share their data to help and 

accelerate AI research. The US-China big tech monopoly in AI software and data, facilitated by 

enormous funding and generally much less regulation, is also something that creates challenges 

especially for European researchers. Other important challenges include the lack of open access 

culture for sharing AI algorithms, lack of effective benchmarks and to a lesser extent lack of 

funding to develop AI for media. What is least challenging or worrisome is apparently the lack 

of AI talent in universities, research centres and ICT industry or collaboration with media 

industry and understanding of its needs. 
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Figure 11: Assessment of most important challenges researchers face when developing AI algorithms and tools for 
the media industry (Likert scale: 1 = not important, 5 = very important). 

This section also included an open question, asking respondents to describe challenges not 

mentioned in the previous question, elaborating on issues related to their own research area. 

Access to compute infrastructure, a more multi-disciplinary approach to AI development, and 

the public research sector are among the issues discussed by respondents. Some interesting 

answers are listed below: 

 Access to computing resources. 

 Getting a realistic representation of AI capability embedded in the media. 

 Lack of reliability of open source tools as well as real-world data benchmarks. 

 Consideration of full AI life cycle (incl. testing, certification, monitoring, etc.) in R&D 

ecosystem. 

 Lack of involvement of media professionals and social scientists in AI development. 

 Lack of proper education and sensitisation on non-technical issues (i.e., ethics, 

aesthetics, human behaviour, etc.). 

 Limited usage of media archives because high-level executives in both worlds do not 

care about reciprocal existence (AI for archives - archives for AI). 

 Lack of attractiveness of public research sector for AI research talent vs. non-EU 

corporations. 

With regard to challenges encountered by the media community, on the other hand, we 

examine challenges such as understanding what AI has to offer, operationalising AI and 

measuring its business value, cost of developing AI solutions, AI explainability, ensuring ethical 

use or compliance with regulations, lack of AI skills in the media industry, etc. In Figure 12, we 

can see that media professionals consider by far the greatest challenges the integration of AI in 

business operations and processes, understanding what AI can do to improve or facilitate 

workflows and processes in the media industry, and lack of relevant skills in media professionals. 

The US-China big tech monopoly is also a challenge, since these companies seem to want to suck 
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the oxygen out of the traditional media industry by becoming the main providers of online 

content and thus increasing their profits and users. Other important challenges include AI 

explainability as well as data access and privacy. The least important challenges, according to 

media professionals, are the establishment of an internal ethical framework for AI use, attracting 

AI talent in the industry, or proving/measuring AI’s business value. 

 

Figure 12: Assessment of most important challenges the media industry faces when when it comes to the 
adoption of AI (Likert scale: 1 = not important, 5 = very important). 

The same open question was addressed to media professionals, asking respondents to describe 

challenges not mentioned in the previous question, elaborating on issues related to their own 

line of work. Compliance with upcoming EU regulations, need for transparency, IP issues, or how 

AI is currently integrated in a media organisation are some of the issues discussed by the 

respondents. Some very interesting answers are listed below: 

 Establishing an internal framework for ethical use of AI is the ‘easy’ part. It is much more 

difficult to develop, purchase, integrate and maintain AI systems/tools within the media 

company (both in-house and from third-parties) that live up to these (paper-based) 

frameworks in terms of actual implementation and end user acceptance - due to the 

comparatively early and still immature status of transparent and trustworthy AI, and 

due to new regulation frameworks coming up. 

 Need for content to have transparency and clear labels. 

 Getting technology companies to respect copyright, rather than claiming training and 

other uses is "fair use" or similar. 

 News is an ever changing landscape and therefore frequent update of AI models may be 

needed. 

1.6 AI strategies and skills in the Media industry 

This section of the survey includes four questions that aim to explore what kind of AI strategies 

are adopted by the media industry and also examine the issue of AI talent. The questions have 
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been addressed to media sector professionals (except one that is addressed to both targeted 

groups of responders).  

The first question was about investments on AI. Respondents were asked whether their 

organisation has invested in AI during the last year. Only 50% of responders answered positively. 

One third (33%) said that their organisation had not invested in AI while 9% said they didn’t 

know (Figure 13). One responder answered that they have in-kind investment through 

participation in projects and testing (a news agency), while another one said that an investment 

is planned. The respondents that answered “No” were mainly affiliated with NGOs and 

independent authorities (e.g. regulating media). Among those working in PSM or the media and 

entertainment industry, 73% have invested in AI. 

 

Figure 13: Investement in AI by media and media-related organisations. 

The second question examined what kind of AI strategies media and media-related 

organisations have in place, if any. The responders were provided with a list of options from 

which they could select more than one. The available options include, for example: clearly 

defined AI vision and strategy, roadmap prioritising AI initiatives linked to business value, KPIs 

to measure the impact of AI initiatives, program to develop AI partnerships (e.g. with ICT 

companies, academia), program for the recruitment of AI talent, standard tools and 

development processes in place for developing AI models, clear data strategy that supports and 

enables AI, scalable internal processes for labelling AI training data, clear framework to manage 

AI-related risks, and high-performance computing cluster for AI workloads. This list has been 

inspired by McKinsey's Global Survey on "The state of AI in 2020"3. Results are visualised in 

Figure 14. An astounding 58% of respondents answered that their organisation had no specific 

AI strategy in place (see Figure 14(a)). Only 42% had some kind of AI strategy. 

                                                           
3 McKinsey's Global Survey on "The state of AI in 2020" (2020): 

https://www.mckinsey.com/~/media/McKinsey/Business%20Functions/McKinsey%20Analytics/Our%20Insights/Global%20survey
%20The%20state%20of%20AI%20in%202020/Global-survey-The-state-of-AI-in-2020.pdf  

https://www.mckinsey.com/~/media/McKinsey/Business%20Functions/McKinsey%20Analytics/Our%20Insights/Global%20survey%20The%20state%20of%20AI%20in%202020/Global-survey-The-state-of-AI-in-2020.pdf
https://www.mckinsey.com/~/media/McKinsey/Business%20Functions/McKinsey%20Analytics/Our%20Insights/Global%20survey%20The%20state%20of%20AI%20in%202020/Global-survey-The-state-of-AI-in-2020.pdf
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Figure 14: AI strategy of media and media-related organisations: a) all answers are shown, including “No AI 
strategy in place” (top); b) Those that have answered “No AI strategy in place” have been excluded from the 
analysis – the percentages refer only to those organisations who have some kind of AI strategy (bottom). 

Trying to examine what kind of elements the adopted AI strategies have, we find that out of 

those who have reported some type of AI strategy (the aforementioned 42% of total 

respondents), 50% have a roadmap prioritising AI initiatives linked to business value, 41% have 

a clearly defined AI vision/strategy, 36% have a program to develop AI partnerships, 32% have 

standard tools and development processes in place for developing AI models, and 32% have a 

clear data strategy that supports and enables AI. The most amazing finding is that only 9% of 

those with an AI strategy in their organisation have a clear framework to manage AI-related risks 

(incl. ethical risks). That is approx. 4% of the total respondents. This clearly poses a significant 

danger for the organisation and its employees and has the potential to damage public trust in 

media, trust that is continuously eroding also affected by other factors. Similarly, only 13% of 
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those with an AI strategy answered that their strategy includes specific KPIs to measure impact 

of AI in organisation and only 13% have internal processes for labelling AI training data. Not 

being able to measure the actual impact and added value of the AI tools in the organisation may 

hinder further adoption of the technology in the long run (why pay for something if you do not 

know whether it actually works). Also, lack of processes for data annotation contributes to the 

problem of data availability mentioned already in the previous sections. With regard to the type 

of organisation, 46% of PSM and 46% of media and entertainment industry companies, 62% of 

large media networks and 30% of online news platforms have an AI strategy.  

The next question was about whether media companies should train their own personnel to 

acquire AI skills or recruit new personnel with such skills (AI researchers, data scientists, etc.). 

As shown in Figure 15, opinions are split on this issue: 29% believe media organisations should 

recruit experts with AI/data skills, 27% believe they should train existing personnel to acquire AI 

skills, and 27% think that a new profile of media jobs will eventually emerge, combining both 

media and AI skills. Among those that provided alternative answers some said that a 

combination of the above would do the work, while one respondent pointed out that it all comes 

down to the budget available for this. 

 

Figure 15: How to increase AI skills in the media sector.  

Finally, the last question, addressed to both media professionals but also the AI community, 

complemented the previous one, examining what kind of skilled personnel a media company 

needs to hire to overcome the often encountered AI skills gap. The results are visualised in 

Figure 16. AI software developers (69%) and data scientists (67%) were by far the most popular 

choices among media professionals, followed by experts on AI ethics and legal issues (44%). For 

AI researchers, the most popular choice is AI software developers (64%), followed closely by 

data scientists (53%), AI researchers (52%), domain experts (51%) and ethics experts (50%). The 

most important difference between the two groups concerns domain experts. 33% of media 

professionals consider that they are necessary in contrast to the 51% of the AI community. Since 

media professionals are in many cases also domain experts they do not see the need to hire 
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more such experts. However, in the research community domain knowledge is a big need, with 

domain experts usually in high-demand. This survey result seems to reflect this reality. Other 

types of personnel not included in the list but mentioned by respondent include representatives 

of democratic society (e.g. NGOs) but also experts that are able to effectively integrate AI into 

media workflows and people that know how to develop energy-efficient software tools. 

 

Figure 16: Skilled personnel that media companies need to hire to overcome the often encountered AI skills gap. 
Answers provided by responders from the media industry, the AI research community and both. 

1.7 Adoption of AI solutions by the Media Industry 

In this section of the survey, we explore adoption of specific AI technology applications by the 

media sector as well as the requirements that may facilitate further adoption of AI technologies.  

The first question examines what kind of AI/ML-enabled applications most media professionals 

use. As can be seen in Figure 17, the most popular applications are image/video analysis and 

NLP (44% each), followed by audio analysis (35%), user experience/audience analysis (31%). 

Social media network analysis (27%) and recommenders (25%) are also used by many 

professionals. The use of fact checking tools is also considerable but that can be attributed to 

the fact that 21% of respondents are journalists. Applications with low penetration are 

automatic-decision making for business (6%) and market analysis/forecasting (10%). The former 

can be attributed to the fact that media professionals still do not trust AI to make decisions 

without a human in the loop and also that AI is not mature enough to be widely used for such 

applications. The latter is also probably attributed to this but also to the fact that our pool of 

respondents does not include a lot of representatives from media sectors where such 

technologies are more mainstream, like advertising, music/film, big streaming platforms or 

social networks. Note also how the use of automatic content creation tools, although considered 

one of the most promising fields of AI research, is still currently limited. Other technologies (not 

in the list) mentioned have mainly to do with AI for security applications. 



  

 21 of 51 Online survey on AI for the media industry 

 

Figure 17: AI/ML-enabled applications used by media professionals.  

The next question explores the most promising ways for the easy adoption of AI by the media 

sector. The list of answers to this question includes solutions like open source development 

tools, ready-to-use components from open AI repositories, enterprise software for dedicated AI 

tasks, co-development with other media or research partners, cloud-based AI, automated 

machine learning and data science modelling tools, and code crowdsourcing. The question and 

answers have been inspired by a similar question in the Deloitte survey. The respondents were 

asked to assess how easy it is to use each solution on a Likert scale (1: difficult, 5: very easy). The 

question was addressed to both AI researchers and media professionals and the results are 

visualised in Figure 18.  
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Figure 18: Most promising solutions for the easy adoption/development of AI tools in the media 

assessed by a) members of the AI research community (top) and b) members of the media industry 

sector (bottom) (Likert scale: 1=difficult, 5=very easy).  

Both groups of respondents consider open source development tools, ready to use components 

from AI repositories and co-development of media with research partners to be the most 

promising solutions. The first two are by far the most popular among AI researchers while the 

third is the most preferable solution among media professionals, closely followed by the other 

two but also by co-development with other media partners.  

The least favourable solution is code crowdsourcing, followed by enterprise software, 

automated machine learning for media professionals, and at some extent cloud-based AI. Code 

crowdsourcing also received by far the most “I don’t know answers”. Such approaches although 

desirable in order to increase the democratisation of AI development have inherent difficulties 

and have yet to prove that they can offer efficient and trustworthy solutions applicable in the 

industry. The answers of the respondents show a clear preference for open solutions for both 

AI development and deployment and for the co-development of solutions based on cooperation 

between researchers and industry or on collaborating clusters of media organisations. This is 

also confirmed by the way respondents evaluated enterprise software and automated tools, for 

which one cannot really know how they work or how they were trained or if they can be trusted 

since they are usually black-boxes performing a specific task. The need for AI that you can trust 

and for AI that you know how it has been developed is confirmed by the analysis of responses. 

The previous question was also complemented by an open question, asking respondents to 

describe additional solutions not mentioned in the previous question, also taking into account 

their own experiences. Respondents insisted on the need for media-technology partnerships for 

AI development, also including potential users; increased leadership by broadcast or other 

media associations like EBU to guide the development of new AI tools; but also on scalable 

technologies and tools that could facilitate link existing media workflows with AI software. Some 

interesting views are listed below: 
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 Co-development with technology providers. The cost to build/train large scale models 

like GPT3 is outside the realm of possibility for most media companies. 

 Co-design incl. participation of potential users, highest quality-of-service, proof of 

added-value, user-friendly navigation. 

 Inclusion of highly interdisciplinary approaches, regarding epistemology, cybernetics, 

neuroscience, psycholinguistics, mathematics, philosophy (new realism) and linguistics. 

 Use of AI systems developed by/within Industry Associations for their members.  

 The EBU should be a "guiding" organisation that helps understanding, training and 

offering tools for AI. 

 Having events that bring together the media sector and AI researchers. Usually, local 

versions of these can enable more broad impact, but international events breed better 

long-term collaborations. 

 Making scalable technologies that work through older and newer platforms, energy-

efficient tools that can be also applied on 8-, 16- and 32-bit environments. 

 Tools for linking existing production and storage workflows to AI software. 

The final question of this section of the survey explores the most efficient ways to strengthen 

the transfer of AI knowledge, tools and best practices from academia/research to the media 

industry. The list of answers to this question includes solutions like sharing media industry data; 

secondments/internships of AI researchers to the media industry; research scholarships on 

media AI funded by the media industry; collaboration of research labs and media industry on 

issues of common interest; sub-contracting of AI media solutions to external research labs; 

development of in-house AI research labs in media companies; collaboration of media, academia 

and NGOs on topics with wide media or societal impact (e.g. AI for disinformation detection); 

organisation of challenges/benchmarks to provide novel AI solutions; collaboration for the 

creation of open tools in open AI repositories; and training activities to increase AI skills in media 

industry. The respondents were asked to assess the potential of each solution on a Likert scale 

(1: not efficient, 5: very promising). The question was addressed to both AI researchers and 

media professionals and the results are visualised in Figure 19.  
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Figure 19: Most efficient ways to strengthen the transfer of AI knowledge, tools and best practices from 
academia/research to the media industry assessed by a) members of the AI research community (top) and b) 
members of the media industry sector (bottom) (Likert scale: 1=not efficient, 5=very promising).  

As can be seen from this figure, respondents are generally very positive about most of the 

proposed approaches. However, some are more favoured than others. For example, by far and 

large AI researchers believe that transfer of knowledge, tools and best practices can be more 

efficiently achieved through sharing of media industry data and collaboration between research 

labs and media industry on issues of common interest, followed by research scholarships on 

media AI funded by the media industry and collaboration for the creation of open tools in open 

AI repositories. Media professionals, on the other hand, favour most collaborations of media 

industry with the research community and training to increase AI skills of media practitioners, 

followed by secondments/internships of AI researchers to the media industry and sharing of 

media data. Collaboration between the research and media communities is obviously the most 
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promising approach whatever form it takes. At the same time researchers put special emphasis 

on data sharing, which as we discussed before is a large impediment in AI development, while 

media professionals point out the importance of training initiatives so that they are able to 

follow up and contribute to AI developments instead of being mere bystanders to AI 

breakthroughs and simple users of the technology others develop. The solution respondents 

where less enthusiastic about is sub-contracting of AI media tools or applications to external 

research labs. AI researchers, also do not seem to favour so much development of in-house AI 

research labs in media companies since that would probably create counter-motives for the 

collaboration between the two communities.  

The previous question was also complemented by an open question, asking respondents to offer 

additional ideas (not mentioned in the previous list) about the transfer of AI knowledge, tools 

and best practices from academia/research to the media industry. The main theme of the 

answers was the need for AI training on all levels (media, academia, society). Some respondents 

especially pointed out the resistance of parts of the media industry to change or to adopt new 

technologies. The views and suggestions presented below nicely make the case: 

 Training activities to increase knowledge about and acceptance of AI, including aspects 

of AI trustworthiness. 

 Training should start from a very early age; we should rethink and update teaching 

curricula at University Level, so that soft sciences (Humanities, Social Sciences, 

Journalism) can catch up on new trends. 

 General training for the management level of businesses on the reality of AI currently 

would be valuable. Several senior leaders in industry are either entirely dismissive or 

unaware of the current and potential impact that AI/ML is likely to bring on their sector. 

 A big obstacle for AI in the media industry is that the industry itself is very traditional 

and it is hard to change the mentality of decision makers (who are not AI savvy). Unless 

this changes at the decision-making level, any amount of change from the ground up 

(tool level and team level) is not going to have a massive impact. 

 Exchange of AI researchers between different European countries for a limited time in 

order to enhance the AI research of countries under development (e.g. under a program 

like Erasmus for students). 

 Permeability of membrane between public/private media sector and academia (à la 

triple helix approach) with strengthening of public media in the interest of citizens. 

1.8 AI ethics and regulation 

In this section of the survey, we explore AI & ethics as well as AI regulation. The section, 

addressed to both groups of respondents, includes four questions that aim to shed light on 

ethics-related practices and processes adopted by industry and researchers, to understand what 

are the main needs of AI developers and users with regard to guidance from policy makers on 

the use of AI for the media industry, and to explore the opinions of both communities with 

regard to AI regulation, especially given the increased legislative/policy making activity of the 

European Commission on the topic during the last few years (more on this issue in section “EU 
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policy & regulatory initiatives and their impact on future AI research for the media” of this 

Roadmap). 

The first question is an open question that aims to examine what matters respondents would 

like to have guidance on from policymakers, concerning use of AI systems in media (“On what 

matters would you like to have guidance from policymakers concerning use of AI systems in 

media?”). From an analysis of provided answers, the following main areas were identified: 

addressing data privacy and finding a balance between privacy and the need for more data; 

addressing IP issues; addressing AI bias; addressing challenges of automated AI content creation; 

providing guidance on how to develop trustworthy and explainable AI; providing more 

information on regulation frameworks and their impact; and offering more clear information 

and guideline about how to implement AI ethics in practice. In the following, we briefly 

summarise the various areas of AI research & application where more guidance is required, as 

highlighted by respondents in both groups: 

 User data privacy concerns. How to make sure that data used in AI are authorised. 

 AI regulation and ethics with regards to automatic content generation and use of 

synthetic content. 

 How to ensure respect of the principles of inclusivity and non-discrimination in 

disseminated media content.  

 How to harmonise the need for data to train AI models with the need for privacy. How 

to make sure that we know what kind of data are used in open datasets or retrained 

models. How to ensure that those that play by the rules are not put in disadvantage in 

the market by those going around regulation. Best practices on how to collect and use 

data.  

 Guidelines or regulation with regard to content moderation. 

 More information on media rights in relation to training sets (e.g. what images/videos 

are okay to use for training models). Possible licensing schemes for AI models respecting 

established copyrights (are existing data copyrights inherited to derived models?) 

 AI regulation on user profiling and affective computing.  

 Consideration of systems composed of multiple AI components rather than standalone 

system in regulatory efforts. 

 Guidance on development of trustworthy and explainable AI solutions and relevant 

certifications. 

 More information on the AI act and its impact on both AI research and media companies 

(for example, with regard to regulatory impact/exceptions regarding "media innovation 

involving AI" in media sandbox environments). There should be an effort to take care of 

ethics without blocking AI research or adoption of AI.  

 How to implement/enforce in practice AI legal responsibility. 

 Ways of guaranteeing freedom of speech and existence of alternative sources of 

information, as well as elevating the level of political, social, economic and cultural 

discourse by means of the new technologies. 

 Creation of public online tools so that AI researchers can do self-assessments (e.g. for AI 

bias or for legal compliance). 
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 More focus on the environmental impacts of AI and how to make green AI.  

It is important to point out that among media professionals, the majority of respondents request 

not just guidelines but clear-cut regulations for most of the main issues raised above. There is a 

similar trend also in the research community but it is not that accentuated. What is obvious from 

the above list of issues is that both the research community and the media industry are in need 

of clear guidance and much more information when it comes to the ethics of AI. People are 

struggling either to understand the impact of regulations or to address important issues such as 

data privacy and AI trustworthiness.  

The second question is also an open question that aims to examine what aspects of AI for media 

should be regulated (“What aspects of AI use in media do you think should be regulated or 

further regulated?”). Again, the list is long but the most important issues highlighted by 

respondents include: user profiling and monitoring, data privacy, synthetic content generation, 

bias, targeted advertisement, AI transparency, and disinformation. The following list offers a 

more in depth look on the issues that respondents of the survey feel that need to be regulated 

or regulated more effectively:  

 AI bias and discrimination against underrepresented or vulnerable groups. E.g. 

regulating the development and deployment of machine translation systems or 

decision-making systems. 

 Respect of fundamental human rights (special mentions were made to children, with 

regard to social media use and impact). 

 Impact of social media on young population (providing protection against depression, 

harassment, manipulation and isolation from the society). 

 Use of / access to personal data.  

 Data collection and processing of any kind. 

 Deployment of user profiling/monitoring tools (including face recognition and emotion 

recognition systems and psychological profiling). One respondent made a special 

mention to cloud gaming where AI is able to provide very accurate and complete 

psychological profiles of the players.  

 AI-controlled advertisement targeting users; recommendation systems.  

 Creation and deployment of AI-synthesised or AI-manipulated content (video, audio, 

text). Clear labelling of such content should be required.  

 Traceability of provided content (origin, right owners, distribution path).  

 Manipulation of AI to influence public opinion – disinformation and deepfakes. 

 Deployment of AI of questionable quality (e.g. trained on known biased datasets 

without applying methods to improve fairness, failing to reach stated objectives). 

 AI explainability and transparency about how models are trained or decisions are made. 

 Ensuring a level playing field between media content creators and platforms and dealing 

with big tech monopoly. 

It is clear that the appetite for regulation that will, first of all, protect humans and, also, 

introduce clear rules about the development and deployment of AI (governed by the principles 

of trustworthy AI) is huge. People feel that issues like user profiling/monitoring, user targeting, 
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illegal collection of personal data, generation of manipulated media content, and AI-enabled 

disinformation are getting out of control while they also increasingly worry about potential AI 

bias and discrimination or in general about AI that cannot be trusted. The EU should immediately 

address these fears, extending the dialogue with AI researchers, media industry, ethics and 

social science experts, and of course concerned citizens. 

The third question examines what kind of measures different work environments have in place 

to control the ethical risks of AI. The respondents are asked to select more than one option 

from a list that contains measures like ethical AI principles, ethical AI checklist, following or being 

a member of a Code on AI ethics, ethical board committee, and ethics by design approaches. 

The results are visualised in Figure 20. As can be seen, 19% of the responders from the AI 

research community and 17% of media professionals do not even know whether their 

organisation has any processes or measures related to ethics management. In addition, 17% of 

AI researchers and 25% of media professionals state that they have no measures in place. These 

percentages show that lack of awareness or interest on ethics management (not only related to 

AI but in general) is a real problem both in the AI research community and also in the media 

industry. Among those who responded positively in the question whether they have any ethics 

related measures or processes in place the most common answer is ethical AI principles, 

followed by ethical board committees for AI researchers (mainly from academia and research 

centres) and ethical AI checklists for the media community. Only 13% of both communities is 

following or is a member of a Code on AI ethics. Finally ethics by design processes are followed 

by 23 % of the AI community and 19% of the media community. It is clear that much more work 

is required in order to raise awareness about the importance of ethics in both communities, 

especially in light of the AI breakthroughs that we expect to see in the next couple of decades. 

 

Figure 20: Workplace measures to control the ethical risks of AI. 

The last question explores what kind of impact assessments are performed by media 

professionals and AI researchers. Three kinds of assessments are examined: data protection 
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impact assessment (DPIA), human rights impact assessment (HRIA) and assessment list for 

trustworthy AI (ALTAI). The results are visualised in Figure 21. The most popular type of 

assessment are DPIAs with 36% of AI researchers and 19% of media professionals ever having 

done one. With regards to human rights assessment, the situation is even more disheartening: 

only 3% of AI researchers and 10% of media professionals has ever done one. The situation is 

similar for the assessment list for trustworthy AI (although kind of inversed): only 11% of AI 

researchers and 4% of media professionals has ever done one. DPIAs are now required based 

on the GDPR. This is perhaps the reason that DPIAs are much more common. As mentioned 

above, it is clear that more effort is necessary in order to raise awareness about the importance 

of ethics and these kinds of impact assessments in both communities. 

 

Figure 21: Impact assessments performed by AI researchers and media professionals. 
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2 Appendix  

This Appendix presents the questionnaires used in the AI4Media survey on AI for the Media 

Sector: i) version for AI community in section 2.1; and ii) version for media professionals in 

section 2.2. 

2.1 AI4Media survey on AI for the Media Sector (version for AI community) 
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2.2 AI4Media survey on AI for the Media Sector (version for media professionals) 
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