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Application Programming Interface

Augmented Reality

Automatic Speech Recognition

Action Unit

Advanced Video Coding

Audio/Video

Baidu-Alibaba-Tencent-Xiaomi

Bidirectional Encoder Representations from Transformers
Austrian Federal Ministry for Climate Protection, Environment,
Energy, Mobility, Innovation and Technology

Compound Annual Growth Rate

Ad hoc Committee on Artificial Intelligence

Causal Bayesian Networks
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fMRI
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GAN
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GDPR
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GNN
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GPU
HD

HE
HLEG
HMD
HPC
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HRIA
ICT
IEEE
IEMOCAP
IL

Meaning

Deep Neural Network

Domain Name System

Decentralised Online Social Network
Differential Privacy

Data Protection Impact Assessment
Differentially Private Stochastic Gradient Descent
Digital Services Act

Digital Surface Model

Evaluation as a Service

European Broadcasting Union

European Commission

Ethical Legal and Societal Aspects
European Parliament

European Research Infrastructure for Heritage Science
Environmental, Social, and Governance
European Union

Facebook Journalism Initiative

Federated Learning

functional Magnetic Resonance Imaging
Field of View

First-Person Shooter game
Google-Amazon-Facebook-Apple-Microsoft
Generative Adversarial Network

Gross Domestic Product

General Data Protection Regulation
Google’s News Initiative

Graph Neural Network

Generative Pre-trained Transformer 3/4
Graphics Processing Unit

High Definition

Homomaorphic Encryption

High-Level Expert Group

Head-Mounted Display

High-Performance Computing

Human Resources

Human Rights Impact Assessment
Information Communication Technology
Institute of Electrical and Electronics Engineers
Interactive Emotional Dyadic Motion Capture database
Imitation Learning
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Acronym Meaning

ILSVRC ImageNet Large Scale Visual Recognition Challenge
IMCO Internal Market and Consumer Protection
loT Internet of Things

IP Intellectual Property

IP Internet Protocol

IPR Intellectual Property Right

IT Information Technology

JSON JavaScript Object Notation

LIBE EU Committee on Civil Liberties, Justice and Home Affairs
LIME Local Interpretable Model-agnostic Explanations
MEG MagnetoEncephaloGraphy

MEP Member of the European Parliament
MIDI Musical Instrument Digital Interface

MJP Meta Journalism Project

ML Machine Learning

MLP Multi-Layer Perceptron

MPEG Moving Picture Experts Group

MR Mixed Reality

Mt Metric tone

MXF Material Exchange Format

NER Named Entity Recognition

NeRF Neural Radiance Fields

NGO Non-Governmental Organisation

NISQ Noisy Intermediate-Scale Quantum

NLP Natural Language Processing

NPC Non Playable Character

OA Open Access

OCR Optical Character Recognition

OSCE Organisation for Security and Co-operation in Europe
p2p peer-to-peer

PATE Private Aggregation of Teacher Ensembles
PC Personal Computer

PCG Procedural Content Generation

PoC Proof of Concept

PPAI Privacy-Preserving Al

PR Public Relations

PSM Public Service Media

QA Quality Assurance

RL Reinforcement Learning

RNN Recurrent Neural Networks
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Acronym
ROI
RQC
H#SAIFE
SEM
SMPC
SSH
SSL
TMT
TPU
TRL
UDA
UGC
UK
UMLS
UN
URL
us
usD
VAD
VAE
VFX
VLOP
VQA
VR
VSP
WP
XAl
XML
XR

Meaning
Return On Investment
Random Quantum Circuit

Spotlight on Artificial Intelligence and Freedom of Expression

Structural Equation Modelling
Secure Multiparty Computation
Social Sciences and Humanities
Self-Supervised Learning
Technology, Media & Telecommunications
Tensor Processing Unit
Technology Readiness Level
Unsupervised Domain Adaptation
User Generated Content

United Kingdom

Unified Medical Language System
United Nations

Uniform Resource Locator

United States

United States Dollar
Valence-Arousal-Dominance
Variational AutoEncoder

Visual effects

Very Large Online Platform

Visual Question Answering
Virtual Reality

Video Sharing Platform

Work Package

eXplainable Artificial Intelligence
Extensible Markup Language
Extended Reality
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1 Executive Summary

Deliverable D2.3 “Al technologies and applications in media: State of Play, Foresight, and
Research Directions” aims to provide a detailed overview of the complex landscape of Al for
the media industry. It analyses the current status of Artificial Intelligence (Al) technologies and
applications for the media industry, highlights existing and future opportunities for Al to
transform media workflows, assist media professionals and enhance the user experience in
different industry sectors, offers useful examples of how Al technologies are expected to benefit
the industry in the future, and discusses facilitators, challenges and risks for the wide adoption
of Al by the media.

For the analysis of the Al for Media landscape a multi-party, multi-dimensional and multi-
disciplinary approach has been adopted, involving almost all Al4Media partners, external media
or Al experts but also the Al research community and the community of media professionals at
large. Three main tools have been used to accurately describe this landscape, including a multi-
disciplinary state-of-the-art analysis involving Al experts, experts on social sciences, ethics and
legal issues, as well as media industry practitioners; a public survey targeted at Al
researchers/developers and media professionals; and a series of short white papers on the
future of Al in the media industry that focus on different Al technologies and applications as well
as on different media sectors, exploring how Al can positively disrupt the industry, offering new
exciting opportunities and mitigating important risks.

Based on these tools, we provide a detailed analysis of the current state of play and future
research trends with regard to media Al (short for “use of Al in media”), which is comprised of
the following components.

State of the art analysis of Al technologies and applications for the media. Based on an
extensive analysis of roadmaps, surveys, review papers and opinion articles focusing on the
trends, benefits, and challenges of the use of Al, we provide a clear picture of the most
transformative applications of Al in the media and entertainment industry. Our analysis
identifies the following Al applications that are already having or can have a significant impact
in most media industry sectors by addressing common needs and shared aspirations about the
future: Al assistants, smart recommender systems, content personalisation, automatic content
synthesis, multi-modal content search, multi-lingual translation, audience analysis, social media
trend detection, forecasting tools, hyper-targeted advertisement and compliance with copyright
standards. In addition, we identify a list of Al technologies that hold the greatest potential to
realise the media’s vision for Al. Finally, we identify Al challenges with regard to Al's
trustworthiness, including Al explainability, robustness against adversarial attacks, Al fairness,
and data privacy issues.

Discussion of social, economic and ethical implications of Al. Complementing the previous state

of the art analysis, which highlights Al’s potential for the media industry from a technology and
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practical application point of view, this analysis dives into the social and ethical implications of
Al, offering the point of view of social scientists, ethics experts and legal scholars, based on an
extensive literature review of both industry reports and scholarly journal articles. The most
prevalent societal concerns and risks regarding Al for media are identified, which include: biases
and discrimination; media (in)dependence and commercialisation; increased inequality to
access to Al; labour displacement, monitoring and profession transformations; privacy,
transparency, accountability and liability; manipulation and misinformation as an institutional
threat; and environmental impacts of Al. In addition, we identify what practices will be
important to counteract potential negative societal impacts of media Al.

Summary of EU policy initiatives and their impact on future Al research for the media. We
provide an overview of the most important EU policy initiatives on Al, focusing on initiatives
having a clear focus on the media industry. We discuss both policy initiatives (non-binding
provisions) and regulatory initiatives (leading to the adoption of binding legal provisions),
including the European Parliament resolution on Al in education, culture and the audiovisual
sector; the Digital Services Act proposal (DSA Act); the Proposal for a Regulation laying down
harmonised rules on artificial intelligence (Al Act); the Code of Practice on disinformation; and
the Proposal on transparency and targeting of political advertising. The analysis of these
initiatives shows that the use of Al media applications is on the verge of being specifically
regulated in legal instruments. The common approach chosen to deal with them is principally
transparency requirements and obligations and then, at a lesser level, empowerment of users.

Analysis of survey results, providing insights about the hopes, aspirations and concerns of the
Al research community and the community of media practitioners. Two online surveys have
been launched to help us collect the opinions of Al researchers and media professionals on the
use of Al for media: i) a public survey aiming to collect the opinions of the Al research community
and media industry professionals with regard to the benefits, risks, technological trends,
challenges and ethics of Al use in the media industry ; and b) a small-scale internal survey
addressed to Al4Media partners, aiming to collect their opinions on the benefits and risks of
media Al for the society and democracy.

150 responses from Al researchers and media professionals from 26 countries in Europe and
beyond were collected as part of the first survey. The main findings include:

e Automatic content analysis & creation, multi-lingual NLP, learning with limited data,
explainable Al and fair Al are considered the Al technologies & applications with the
biggest potential to solve existing problems of the media industry.

e Automation & optimisation of routine tasks, personalisation of content and services,
and increased productivity & operational efficiency are considered to be the most
important benefits of Al for the media industry while unethical use of Al, Al bias, Al’s
lack of explainability, high expectations & low return, and failure of Al in a critical mission
are some of the biggest risks.
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e With regard to challenges for the adoption of Al, Al researchers focus on the lack of data
to train Al algorithms while the media industry highlights integration of Al in business
operations and processes and lack of Al skills in the industry.

e Most organisations (58% of respondents) do not have a clear Al strategy in place;
furthermore, many do not have ethical frameworks to manage relevant risks (17% of
respondents) or are unaware of the existence of such frameworks (19% of respondents).

e Thereisaclear preference of respondents towards open Al solutions and collaborations
(e.g. open source development tools, ready to use components from Al repositories,
and co-development with research partners) that will lead to the adoption of Al that
they can trust.

e More guidance by policy makers with regard to the implementation of Al ethics is
required on topics such as data privacy; IP issues; Al bias; automated content creation;
development of trustworthy and explainable Al; and regulation impact.

31 responses were received as part of the second survey. The main findings include:

e The most promising applications of Al that can benefit society and democracy are
counteracting disinformation, enabling equitable access for all, and providing tools to
hold power accountable.

e The risks that worry respondents the most with regard to their potentially detrimental
impact on society and democracy are unauthorised profiling & monitoring of citizens,
use of Al to spread online disinformation & fuel polarisation on online discussion, and
Al bias.

e The policies that governments should mainly adopt to ensure respect of fundamental
rights by media companies are oversight by independent authorities and codes of
practices. The least preferred choice is regulation. With regard to the policies that media
organisations should adopt, the most popular ones include revealing information on
their algorithms and data, publishing yearly reports on issues with ethics repercussions,
and empowering users.

Analysis and future outlook of main Al technology & research trends for the media sector.
Based on the results of the state of the art analysis, we highlight the potential of specific Al
technologies to benefit the media industry. These include reinforcement learning, evolutionary
learning, learning with scarce data, transformers, causal Al, Al at the edge, bioinspired
learning and quantum computing for Al learning. For each technology, a short white paper has
been prepared aiming to offer a clear overview of the current status of the technology, drivers
and challenges for its development and adoption, and future outlook. These white papers also
include vignettes, i.e. short stories with media practitioners or users of media services as the
main characters, aiming to showcase how Al innovations could help the media industry in
practice. The analysis highlights the significant transformation that some of these technologies
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can bring in the short-term (reinforcement learning, learning with scarce data, transformers) but
also in the long-term (bioinspired learning, quantum computing).

Analysis and future outlook of main Al applications for the media sector. Based on the results
of the state of the art analysis, we highlight the potential of specific Al applications to benefit
the media industry. These include multimodal knowledge representation and retrieval (content
indexing and search), media summarisation, automatic content creation, affective analysis
NLP-enabled applications like conversational agents, and content moderation. Similarly to
above, a short white paper has been prepared for each application aiming to offer a clear
overview of the current status of the technology, drivers and challenges for its development and
adoption, and future outlook. The analysis sheds light to the amazing potential of these
technologies to provide effective solutions to long-standing problems of the industry.

Overview of the future of Al in different media sectors. \We present a collection of white papers,
focusing on the deployment of Al on different media industry sectors, including news, social
media, film/TV, games, music and publishing. We also explore the use of Al to address critical
global phenomena such as disinformation and to enhance online political debate. Finally, we
explore how Al can help the study of media itself in the form of Al-enabled social science tools.
Following the same format as before, these papers offer an in-depth look on the current status
of each sector with regard to Al adoption, the most impactful Al applications, the main
challenges encountered, and future outlook. The analysis reveals a complex but colourful media
landscape in the future, where Al is used to provide solutions to major media industry problems.

Analysis of future trends for trustworthy Al. We present four white papers (following the same
format as above) focusing on different aspects of trustworthy Al, namely Al robustness, Al
explainability, Al fairness, and Al privacy, with a focus to media sector applications. The analysis
explains existing trustworthy Al limitations and potential negative impacts and highlights how
Al cannot be adopted at a scale in the media industry unless more emphasis and resources is
put on this issue.

Overview of Al datasets and benchmarks. \We analyse existing Al datasets and benchmark
competitions, discussing current status, research challenges and future outlook, while also
providing insights on the ethical and legal aspects of availability of quality data for Al research.

Overview on Al democratisation. \We discuss issues related to Al democratisation, focusing on
open repositories for Al algorithms and data and research in the direction of integrated
intelligence, i.e. Al modules that could be easily integrated in other applications to provide Al-
enabled functionalities. The analysis highlights the importance of openness (for data, storage
and computational resources, algorithms, and Al talent) in the development of Al systems,
focusing on modular toolboxes and open source software as the future of open Al repositories.

Exploration of external forces that could shape the future of Al for media. \We discuss the forces

that could shape the future of the use of Al in the media sector, focusing on legislation/
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regulation, the pandemic and its impact, and the climate crisis. With regard to legislation, we
predict that Al media applications will become more and more regulated in the next few years,
affecting Al research and media organisations in various ways. With regard to the pandemic, we
argue that the pandemic created exciting new opportunities for the growth of the media and
entertainment industry and the expansion of their services and audience, while at the same time
brought significant operational and creative challenges. These trends consolidate the position
of Al as a transformative power in this industry, capable of revolutionising how operations run
and how content is created, delivered and consumed. Finally, with regard to the environmental
crisis, we encourage the media industry and Al researchers to be more proactive in making sure
that Al technologies take environmental considerations into account. An understanding of the
costs of building and deploying Al models not only financially but also in terms of environmental
impact must be developed across the board and the mentality that more data or bigger models
are always better should be re-examined.

The current report provides a detailed analysis of the current state of play and future research
trends with regard to media Al, covering all aspects mentioned above and resulting in a
comprehensive document of 390 pages. In addition to the full report and in order to help
potential readers focus on the aspects that are most relevant to their own expertise and
interests, we have also created a web version of the report® as part of the Al4Media website.
This allows readers to easily go through the contents of this report though a user-friendly visual
interface and only read/download the subsections covering topics that are of interest to them.

1 Web version of the Al4Media Roadmap on Al technologies and applications for the Media Industry:
https://www.ai4media.eu/roadmap-ai-for-media/
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2 Introduction

The world is changing. Following a series of breakthroughs in the field of Artificial Intelligence
(Al), new technologies are emerging which are ushering a wave of revolutionary innovations in
nearly all aspects of business and society; from transportation? to finance®, the fight against
climate change®, the media industry®, journalism®, and politics’.

Real estate ‘ ‘ Gaming
Online shopping News
Media
Sports
Mobile Social Networks
Use of
Hospitality — ARTIFICIAL —Health
INTELLIGENCE
Insurance — in different sectors — Transport
Cybersecurity

Agriculture

Smart Homes

Defence

Communication

Finance & Banking
Education

Figure 1: Industries and areas of life to be disrupted by Artificial Intelligence®.

In all facets of economic and social life, Al is disrupting existing practices and creates
opportunities for accelerated technological progress and global economic growth and
development, promising to make our professional and personal lives easier through increased

2 European Parliamentary Research Service, Artificial intelligence in transport - Current and future developments,
opportunities and challenges (2019):

https://www.europarl.europa.eu/RegData/etudes/BRIE/2019/635609/EPRS BRI(2019)635609 EN.pdf

3 QECD Business and Finance Outlook 2021 - Al in Business and Finance (2021): https://www.oecd-
ilibrary.org/sites/39b6299a-en/index.html?itemld=/content/component/39b6299a-
en#t:~:text=Artificial%20intelligence%20(Al)%20is%20increasingly,and%20enhance%20the%20product%20offerings.
4 K. Hao, MIT Technology Review (2019): Here are 10 ways Al could help fight climate change:
https://www.technologyreview.com/2019/06/20/134864/ai-climate-change-machine-learning/

5 C. Dilmegani, Top 17 Al Trends/Applications in Media & Entertainment 2022 (2022):
https://research.aimultiple.com/ai-media/

6 C. Underwood, Automated Journalism — Al Applications at New York Times, Reuters, and Other Media Giants (2019):
https://emerj.com/ai-sector-overviews/automated-journalism-applications/

7 M. Rissehttps, Artificial Intelligence and the Past, Present, and Future of Democracy (2021):
https://carrcenter.hks.harvard.edu/files/cchr/files/ai-and-democracy

8 Figure inspiration from https://www.oneragtime.com/24-industries-disrupted-by-ai-infographic/
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https://emerj.com/ai-sector-overviews/automated-journalism-applications/
https://carrcenter.hks.harvard.edu/files/cchr/files/ai-and-democracy
https://www.oneragtime.com/24-industries-disrupted-by-ai-infographic/
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automation®, to provide solutions for and achieve breakthroughs in major world problems like
povertyl?, climate crisis or cancer!?, to ensure equitable access for all'?, to increase productivity,
innovation and creativity’®, to empower communities and strengthen democracy®*, and to
create a safer and better world for all.

Although the potential of Al seems unlimited, it also comes with a considerable amount of
ethical challenges and risks. While it can generate value for business and prosperity for society,
it also gives rise to a host of serious consequences, some of them visible (e.g. violation of
personal privacy by unauthorised user profiling, discrimination against underrepresented
groups of citizens, accidents caused by autonomous Al systems, manipulation of public opinion
through disinformation, violation of fundamental rights like the freedom of expression through
questionable moderation choices, just to name of few) but also many other that we do not fully
grasp yet®. In order to safely and responsibly enjoy the benefits of Al, we should at the same
time be ready to mitigate its various risks. This necessitates a greater focus on issues of trust,
ethics and accountability, besides the pursuit of technological progress and economic growth.

Such a human-centric, trustworthy and ethical brand of Al is particularly relevant to the media
sector. Digital media permeates most aspects of human and social activity and is intertwined
with information exchange and knowledge transfer. Machine vision and visual content
understanding were some of the first fields to exhibit significant breakthroughs in the evolution
of Al, including advances in audio/music analysis and generation, text and language analysis, and
modelling of social trends. The media market is already benefiting from Al-based support across
the value chain: for media newsgathering, production, distribution, and delivery as well as
audience analysis. This includes a range of tools and services for processes such as information
analysis, content creation, media editing, content optimisation, audience preference analysis,
and recommender systems?.

Al technologies are expected to disrupt the media and entertainment industry through advances
in content synthesis, analysis, and distribution, but also by offering new deeper in-sights into

9 ). Marsh, The Intelligence Revolution: 4 ways that Al makes life easier (2021): https://dataflog.com/read/10-ways-
automation-makes-life-easier-everyone/

10 ). Bennington-Castro, Al Is a Game-Changer in the Fight Against Hunger and Poverty. Here's Why (2019):
https://www.nbcnews.com/mach/tech/ai-game-changer-fight-against-hunger-poverty-here-s-why-ncna774696

11 C. Luchini, A. Pea, and A. Scarpa. Artificial intelligence in oncology: current applications and future perspectives. Br
J Cancer 126, 4-9 (2022): https://doi.org/10.1038/s41416-021-01633-1

12 C. Martinez, Artificial Intelligence and Accessibility: Examples of a Technology that Serves People with Disabilities
(2021): https://www.inclusivecitymaker.com/artificial-intelligence-accessibility-examples-technology-serves-people-
disabilities/

13 B. Dickson, The Artist in the Machine: The bigger picture of Al and creativity (2020):
https://bdtechtalks.com/2020/04/22/artist-in-the-machine-ai-creativity/

14 K. Johnson, How Al can empower communities and strengthen democracy (2020):
https://venturebeat.com/2020/07/04/how-ai-can-empower-communities-and-strengthen-democracy/

15 B. Cheatham, K. Javanmardian, and H. Samandari, Confronting the risks of artificial intelligence (2019):
https://www.mckinsey.com/business-functions/mckinsey-analytics/our-insights/confronting-the-risks-of-artificial-
intelligence

16 F, Tsalakanidou et al, “The Al4Media project: Use of Next-generation Artificial Intelligence Technologies for Media
Sector Applications”, Proc. AAAI 2021: https://doi.org/10.1007/978-3-030-79150-6 7
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the complex and rapidly evolving social processes that unfold online and offline by sensing
citizen activities, interests and opinions. Al technology could help shape the media experience
for users by enabling new ways of being informed, being entertained, being creative, interacting
with content, communicating with other people all over the world, etc.

It will also transform the existing workflows of the media industry®’:

e by automating routine or tedious processes (from content creation and content search
to automatic analysis of legal documents to ensure compliance with copyright
standards);

e by developing Al assistants that can support media professionals in their daily tasks (e.g.
when writing an article or creating visual assets for a new game);

e byimproving audience analysis and user profiling to offer better content and services to
users;

e by offering advanced forecasting capabilities and other decision support tools that will
facilitate better short-term and long-term business decisions by management and staff.

Al technologies can support the relationship between media providers and their audiences,
helping to align with the needs of media users and citizens. The use of Al can also cut down
operating costs and ultimately free up resources that can be directed to support work of better
quality and increased creativity. Moreover, Al can create opportunities for the better realisation
of public values, such as media diversity, freedom of expression, and inclusiveness. Finally, Al
can help legacy media to be more competitive in a digital marketplace that is currently
dominated by large platforms.

This report aims to provide an accurate overview of the current landscape with regard to the
use of Al on the media sector. Our aim is to:

o collect the opinions of members of the Al research community and the media industry,
with regard to the most important Al trends, benefits, risks, and challenges for the use
of Al in the media sector, also collecting their insights on handling Al ethics;

e shed light on Al research and technology trends, exploring the potential of emerging
technologies for the media industry;

o explore techniques for trustworthy media Al, focusing on issues of robustness, fairness,
explainability and privacy;

e ook into issues of data collection and algorithm benchmarking for media-related
tasks, also examining relevant legal aspects;

e investigate how open Al repositories and integrated intelligence can accelerate Al
development, facilitate adoption by the media industry, and ensure democratised
access to Al offerings by small and large organisations and individuals;

o explore the wide range of Al-enabled applications for the media industry;

17 Dataiku, Ink., The Al Disruption in Media & Entertainment (2020): https://content.dataiku.com/ai-media-
entertainment/ai-media-entertainment
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e predict how Al can transform the different sectors of the media industry, presenting
informative scenarios of possible use and analysing opportunities and challenges;

e examine ethical, societal, economic, environmental, etc. concerns & risks for the use
of Al in the media sector, and also presenting possible mitigation measures;

e summarise relevant EU policy initiatives and proposed regulations and discuss their
impact on future Al research for the media industry; and

e explore the impact of external forces like legislation initiatives, the pandemic, and the
climate crisis on the development & deployment of Al in the media sector.

In the following subsections of this Introduction, we try to explain what Al is and why it is
important for the media sector. We also describe the methodology and tools used for the
preparation of this report and present the structure of the rest of this document.

2.1 What is Artificial Intelligence?

The previous paragraphs offered some first insights on how Al is disrupting every industry but
also every aspect of our life, already making considerable impact in various areas. Interestingly
though, despite Al’s rapid technological advancements and accelerated adoption by business
and society, an exact definition of Artificial Intelligence is still elusive, 72 years after Alan Turing
asked the question “Can machines think?” in his seminal paper “Computing Machinery and
Intelligence”*8, which ignited the first discussions around Al.

In this report, we use the 1955 definition by John McCarthy, considered to be the father of Al,
who explained Artificial Intelligence as “the science of making machines do things that would
require intelligence if done by people”®. This inclusive definition allows us to understand Al as
“an umbrella term comprising several techniques”?® and encompassing a broad range of
technologies, as shown in Figure 2.

S Iearning
processing
learning machines
e —
Deep neural Shallow neural
networks networks

Figure 2: Branches of Artificial Intelligence®*.

" IanFuage m
processing

—_—

e

18 A, M. Turing, Computing Machinery and Intelligence, Mind, Volume LIX, No 236, p. 433-460 (1950):
https://doi.org/10.1093/mind/LIX.236.433

19 J, McCarthy, M. L. Minsky, N. Rochester, and C.E. Shannon, A Proposal for the Dartmouth Summer Research Project
on Artificial Intelligence (1955): http://imc.stanford.edu/articles/dartmouth/dartmouth.pdf

20 Broadband Commission, Reimagining Global Health through Artificial Intelligence: The Roadmap to Al Maturity
(2020): https://broadbandcommission.org/Documents/working-groups/AlinHealth Report.pdf

21 Diagram adapted from: https://broadbandcommission.org/Documents/working-groups/AlinHealth Report.pdf
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Three terms closely related to Al are intelligence, machine learning (ML) and deep learning (DL).
In the following, we provide the definitions of these terms as proposed by Stanford’s Institute
for Human-Centered Al?:

Intelligence is the “ability to learn and perform suitable techniques to solve problems and
achieve goals, appropriate to the context in an uncertain, ever-varying world. A fully pre-
programmed factory robot is flexible, accurate, and consistent but not intelligent”.

Machine learning is the “part of Al studying how computer agents can improve their perception,
knowledge, thinking, or actions based on experience or data. For this, ML draws from computer
science, statistics, psychology, neuroscience, economics and control theory”.

Deep Learning is the “use of large multi-layer (artificial) neural networks that compute with
continuous (real number) representations, a little like the hierarchically organised neurons in
human brains. It is currently the most successful ML approach, with better generalisation from
small data and better scaling to big data and compute budgets”.

Although, Al and ML are relatively new fields of research they are “built upon a long history of
philosophical and scientific developments, including areas such as philosophy, ethics, logic,
mathematics, and physics”?3. Other disciplines that most recently have been contributing to Al
include data analytics, statistical modelling, cybersecurity and encryption, while hardware
devices and networks, underlying logics and principles, and user interface and user experience
design are also important parts of the Al equation?3. At the same time, a variety of technologies
comprise Al, including natural language processing, computer vision, speech processing,
machine learning and its branches like neural networks and reinforcement learning, expert
systems, robotics, etc. as shown Figure 2.

A nice summary of Al's foundational principles, contributing disciplines/areas, and Al
technologies can be found on the white paper on the “Spectrum of Artificial Intelligence” by the
Future of Privacy Forum?3. Taken from this paper, Figure 3 offers an informative visualisation of
the spectrum of Al and its variety and complexity, showing the main types of Al and their
relationships, characteristic examples of current Al applications in business and private life, and
an overview of the main disciplines and scientific areas that Al is built upon or informed by.

22 These definitions for Intelligence, Machine Learning and Deep Learning were proposed by Stanford’s Institute for
Human-Centered Al: https://hai.stanford.edu/sites/default/files/2020-09/Al-Definitions-HAI.pdf

23 B, Leong and S.R. Jordan, The Spectrum of Al: Companion to the FPF Al Infographic (2021): https://fpf.org/wp-
content/uploads/2021/08/FPF-AlEcosystem-Report-FINAL-Digital.pdf
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Figure 3: The spectrum of Artificial Intelligence as identified by the Future of Privacy Forum?

An overview of the history of Al, presenting some of the most important milestones is presented
in Figure 4. In 1950s, the Turing test is proposed by Alan Turing while in 1955 John McCarthy
offers a first definition of Al. In 1964, a pioneering chatbot named ELIZA is developed at MIT. In
1997, IBM’s Deep Blue beats Garry Kasparov in a chess competition. In 2002, iRobot mass
produces Roomba, an autonomous robotic vacuum cleaner. In 2006, deep neural networks start
becoming popular thanks among others to the work of Geoffrey Hinton?>?. This is an important
milestone that drives the exponential growth of deep learning in the years after. Although, there
were competitions on self-driving cars starting from the nineties, in 2009, Google builds the first
self-driving car. In 2011, Apple’s Siri and IBM’s Watson chatbots are designed, with Watson
winning against humans in Jeopardy. In 2012, AlexNet a convolutional neural network trained
on a GPU significantly outperforms its competitors, achieving a jump in accuracy by more than
10%. In 2014, a chatbot called EUGENE passes the Turing test. In 2015, the ImageNet challenge
declares that, for the first time, computers can more accurately identify objects in images than
humans and in 2016, Google trains a neural network with 10 million unlabelled images that could

24 |mage source: Future of Privacy Forum, The Spectrum of Artificial Intelligence - An Infographic Tool (2021):
https://fpf.org/blog/the-spectrum-of-artificial-intelligence-an-infographic-tool/

25 Hinton, G. E., Osindero, S., & Teh, Y.-W. (2006). A fast learning algorithm for deep belief nets. Neural Computation,
18(7), 1527-1554.

26 Hinton, G., & Salakhutdinov, R. (2006). Reducing the dimensionality of data with neural networks. Science,
313(5786), 504-507.
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accurately detect pictures of cats. In 2017, Google’s AlphaGO was the first program to defeat a
professional human Go player.
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Figure 4: A history of Artificial Intelligence?.

While Al has been slowly penetrating every industry in the last decade, its adoption has
skyrocketed in the last couple of years, mainly driven by the Covid-19 pandemic, which brought
Al and data analytics’ potential to the forefront, accelerating the digital transformation of
businesses with a rate never seen before®®. According to a PwC study?’, 86% percent of
companies surveyed said that Al was becoming a “mainstream technology” at their company in
2021. At the same time, an Al Journal study®® reveals that 72% of business leaders feel positive
about Al's role in the future, believing that it will make business processes more efficient (74%).

In this global environment, Al is “set to be the key source of transformation, disruption and
competitive advantage in today’s fast changing economy”, expected to boost the global GDP by
14% by 2030, contributing $ 15.7 trillion to the global economy?!. These gains will come from
productivity improvements in the workplace driven by automation and Al assistants,
personalisation of products and services for a better user experience, and improvement of the
quality of offered services and products that will significantly increase consumer demand.

27 The timeline in this figure was inspired by a) https://connectjaya.com/ai-timeline/, b)
https://digitalwellbeing.org/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/, and c)
https://blog.hurree.co/blog/the-history-of-artificial-intelligence-infographic

28 ), McKendrick, Harvard Business Review, Al Adoption Skyrocketed Over the Last 18 Months (2021):
https://hbr.org/2021/09/ai-adoption-skyrocketed-over-the-last-18-months

29 pwC, Al Predictions 2021 (2021): https://www.pwc.com/us/en/tech-effect/ai-analytics/ai-predictions.html

30 Al Journal, Al in a post-COVID-19 world (2021): https://aijourn.com/report/ai-in-a-post-covid-19-world/

31 pwC, Sizing the prize - What's the real value of Al for your business and how can you capitalise?:
https://www.pwc.com/gx/en/issues/data-and-analytics/publications/artificial-intelligence-study.html
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In the next sub-section we briefly explore what all this means for the media & entertainment
industry, highlighting how Al can transform workflows, decision-making, creation and delivery
of content, as well as user experience.

2.2 Why Artificial Intelligence for the Media & Entertainment?

The media & entertainment industry (news, film/TV, music, games, social media, advertisement,
publishing etc.) is already benefitting from Al advancements that can significantly facilitate,
enhance or transform important tasks across the media industry value chain, including but not
limited to: automation of existing tedious workflows; automatic content enhancement and
creation; personalisation of content and services via enhanced user profiling; improved content
recommendations; accurate audience analysis for enhanced audience targeting, content/
services development and increased advertisement revenue, at the global but also at the local
level; improved accessibility to content thanks, for example, to automatic language translation;
accurate forecasting about different businesses aspects; and more efficient decision making in
general.

In the following, we briefly summarise the areas in which there is the greatest opportunity for
Al to have a significant impact in the media industry by offering solutions in some of the most
pressing problems of the industry®2. As we can see, the transformative role of Al has already
started to manifest in many of these areas, with important breakthroughs over the last few years
in some cases. A more in-depth analysis of this landscape is offered in section 3 of this report.

Automation of tedious tasks and Al assistants for increased productivity. Media
workflows often include tedious or boring tasks, requiring a lot of resources. Some

examples include searching large audio-visual archives or the Internet to locate
information that can help a fact-checker verify the validity of some statement, analysing large
volumes of documents for investigative journalism, producing subtitles or voice dubbing in
different languages, producing content summaries, moderating content, organising A/B tests for
different product parameters, clarifying complex IPR, etc. Al can help media professionals do
their job more efficiently either by completely automating some tasks (e.g. content labelling or
multi-lingual translation) or supporting professionals in more creative tasks (e.g. by offering
automated suggestions, editing or enhancing content, answering questions, offering predictions
about user engagement with content, etc.).

@ Content & services personalisation. With tons of content and a large variety of
services available out there for the audience to enjoy (from news to films, music,
games, books, graphics, etc.), media companies are in a constant battle against
competitors for the audience’s interest, trying to minimise churn rates, maximise user
engagement with their content and attract new users. In this race, content personalisation
seems to be the winning horse, with more and more media companies investing large amounts

32 The icons used in this and the next page are from flaticon.com
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of money to personalise their content and services and thus satisfy each customer’s unique
preferences, experiences, needs and moods. Elaborated profiling based on the continuous
collection and analysis of user preferences, behaviours, and actions is already widely used in
many media sectors (e.g. gaming industry, social media, advertisement, streaming services,
etc.), however the trend is moving towards more elaborated approaches that also consider what
happens to the user or in the world at the moment. Personalisation encompasses content
suggestion, content presentation, interaction with content or personalisation of content itself
(e.g. personalised movie trailers). It also means providing content to users where they are and
when they want it.

ever-growing demand for new content. During recent years, Al advances, especially
in the areas of generative Al, computer vision and natural language processing, have
offered several solutions in this direction by enabling the automatic synthesis of new content
based on the use of existing text, video, audio files, or images. The applications are already
numerous: procedural content creation for games, deepfakes for the film industry, robot
journalism, automated summaries for books and films, creation of new music, generation of

lm] Automated content creation. One of the biggest issues of the media industry is the
-
-

script and visuals for advertisement, etc. Automated content creation can increase productivity
and creativity in the media industry but also provide new ways of creativity for the general
public.

S Content indexing and search. The sheer volume of content generated everyday by
@ the media industry nowadays is unprecedented: news items, films, books, music and
b ¢ songs, advertisements, social media posts, reviews, user generated videos, etc. This
creates considerable challenges when it comes to efficient content labelling, search
& retrieval processes, especially in the case of video and audio, and stands in the way of efficient
content monetisation. Al promises to lift these obstacles by exploiting advanced video, audio
and natural language analysis for content (e.g. detection and recognition of faces, voices,
objects, places, dates, context etc.) that will enable automatic content labelling and will move
beyond simple text queries to support visual search or complex voiced questions. This will allow
fast and efficient search on large audio-visual archives as well as on the Internet for both media
professionals and users aiming to find content that fits specific criteria (e.g. belongs to specific
era, shows a specific person, involves a specific type of event — from earthquakes to music
concerts-, includes specific human activities etc.). It will improve automatic content
recommendation by offering suggestions that match user interests with the actual ‘content’ of
the content, and it will allow media companies to more effectively exploit existing content and
profit from it.

Audience analysis. Understanding what the audience wants or needs or how the
“ audience feels is perhaps the number one priority of the media industry. Al and data
science have already transformed audience analysis by allowing large-scale collection
and analysis of user behaviours, emotions, actions, interactions with content, providing
unprecedented insights to audience needs, wants and moods, allowing media companies to
more effectively target different audiences and monetise their content. In addition, trend
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detection allows media companies to react in real-time to what is happening around the world
and adapt accordingly.

Forecasting. Predictive analytics can facilitate short-term decisions but also the

I I design of long-term strategies. Accurate predictions with regard to, among others,

content engagement and monetisation, user behaviours, sales or churn rates, ad

revenue, industry trends etc. can decisively improve decision-making mechanisms in the media
industry, allowing for a timely reaction and efficient adaptation to a fast-changing reality.

While the benefits of Al for the media industry are many and important, they do not come
without significant challenges and risks. The first and most important is the risk posed to user
privacy by the large-scale user monitoring and profiling mechanisms used by the media industry
in order to offer increased personalisation and achieve better user targeting. Equally, disturbing
are the phenomena of Al bias and discrimination against specific groups of people, including
racial bias, gender bias, etc. For example, recommendation engines may discriminate against
women when trained with film reviews that are mainly contributed by men while NLP models
may introduce bias against underrepresented groups.

Another significant concern is that of lack of Al explainability, with Al systems currently being
black boxes that are not able to explain how they reached a decision, e.g. recommending specific
content or predicting an outcome. More transparency is required about how Al tools work in
order for media professionals to trust them.

There is also a growing concern regarding manipulation of content and misinformation, making
media organisations fear about the negative impacts of the growing amounts of misinformation
to the public’s trust in the media but also to the freedom of expression. While media companies
become more deeply embedded into the platform economy mainly driven by Al there is also
concern about the commercialisation of media organisations and how that affects their
independence or their social responsibility. And finally, there is a growing concern among media
professionals about how the increased automation of media workflows enabled by Al may lead
to loss of human jobs or negatively affect creativity.

This report attempts to analyse this complex landscape of Al in the media sector, highlighting
opportunities for growth and transformation but also discussing relevant risks and mitigation
measures.

2.3 Methodology adopted

To develop this first version of the roadmap three tools have been mainly used: state of the art
analysis; online surveys; and development of mini white papers with a look into the future
(Figure 5).
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A look into the future
(mini white papers)

Survey adressed to Al
research community &
media industry

Figure 5: Tools used for the development of the Al4Media roadmap on Al for the media industry>:.

State of the art analysis: A large number of roadmaps, surveys, review papers, research papers
and opinion articles focusing on the trends, benefits, challenges, and risks of the use of Al in
different media industry sectors have been reviewed and analysed, aiming to provide a clear
picture of the Al for media landscape. Our goal was to identify the most transformative
applications of Al in the media and entertainment industry as well as the most important Al
research trends and also provide insights on the main challenges (ethical, societal, economic,
business, etc.) that the specific technologies and the adoption of Al by the media industry in
general involve.

Survey: An online survey has been launched addressed to both Al researchers working on
multimedia Al but also to people working in the media industry or whose work is closely related
to this industry, aiming to collect their opinions on the benefits, risks, trends, challenges and
ethics of Al use in the media. 150 responses were collected from Al researchers and media
professionals from 26 countries in Europe and beyond and were analysed to identify main
trends.

Look into the future: Based on the results of the state of the art analysis, we identified some of
the most promising current and future trends in Al research and applications that could benefit
the extended media industry. These technologies and applications were further analysed with a
look into the future, aiming to provide information and insights on how they could positively
disrupt the media and entertainment industry. For each identified technology/application, a
mini white-paper was produced, providing information about the current status of the
technology; research challenges relevant to its adoption and development; societal and media
industry drivers for the adoption of the technology in the media sector; future trends presenting
the potential applications of this technology in different sectors of the media industry; and goals

33 The icons used in this figure are from flaticon.com and vecteezy.com
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for the next 10 or 20 years, summarising a set of milestones for the further development of
these technologies and their application in the media. The same format is used for the
development of similar white papers that focus on the deployment of Al on different media
industry sectors, including news, social media, film/TV, games, music and publishing but also on
the use of Al in the service of society, i.e. Al used to enhance online political debate, counteract
disinformation or facilitate social science research.

One of the most interesting parts of this look into the future was the development of vignettes,
i.e. short stories with media practitioners or users of media services as the main characters,
aiming to showcase how Al innovations could transform the media industry in practice.

This roadmap was the result of close collaboration between the members of the Al4Media
consortium, with all research, technical and media industry partners contributing different
subsections based on their expertise. In addition to these, this report also includes two
contributions by invited external experts. More specifically, section 7.4 on Al fairness was
authored by Samuel C. Hoffman from IBM Yorktown Heights in New York, an expert in
algorithmic fairness and part of the team that develops the Al Fairness 360 open source toolkit3*,
In addition, section 9.9 on Al for publishing was authored by researchers participating in the
Mébius H2020 project®, which aims to modernise the European book publishing industry by
remodelling the traditional value chains and business models, uncovering the prosumers
potential and delivering new enriched media experiences. Figure 6 provides a visual overview of
the structure of the road map and all the different topics we have focused on.

2.4 Structure of this report
The rest of this deliverable is structured as follows:

e Section 3 presents the main findings and insights from a selection of roadmaps, surveys,
review papers and opinion articles focusing on the trends, benefits, and challenges of
the use of Al, aiming to provide a clear picture about the most transformative
applications of Al in the media and entertainment industry but also of the most
important current and future Al research trends that hold the potential for significant
impact across the media industry value chain.

e Section 4 summarises the results of the analysis of two surveys: a) a large-scale online
survey aiming to collect the opinions of the Al research community and media industry
professionals with regard to the benefits, risks, technological trends, challenges and
ethics of Al use in the media industry ; and b) a small-scale internal survey addressed to
Al4Media partners, aiming to collect their opinions on the benefits and risks of media Al
for the society and democracy as well as on policies for the ethical use of media Al.

e Section 5 analyses selected Al technologies, including white papers for reinforcement
learning, evolutionary learning, learning with scarce data, transformers, causal Al, Al at

34 Al Fairness 360: https://ai-fairness-360.org/
35 M6bius project (funded by H2020 under grant agreement no 957185): https://mobius-project.eu/
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the edge, bioinspired learning and quantum computing for Al learning, aiming to offer a
clear overview of the current status of each technology, the drivers and challenges for
its development and adoption, and future trends and goals.

e Section 6 analyses selected Al applications for multimedia analysis, including white
papers for multimodal knowledge representation and retrieval, media summarisation,
automatic content creation, affective analysis, NLP applications and content
moderation, aiming to offer a clear overview of the current status of each technology,
the drivers and challenges for its development and adoption, and future trends and
goals.

e Section 7 focuses on four aspects of trustworthy Al (robustness, explainability, fairness
and privacy), including relevant white papers that examine the current status,
applications, challenges, and future trends for trustworthy Al for the media industry.

e Section 8 focuses on Al datasets and benchmark competitions, including white papers
that discuss current status, research challenges and future outlook, while also providing
insights on the ethical and legal aspects that relate to this domain.

e Section 9 focuses on the deployment of Al on different media industry sectors, including
white papers discussing Al for news/journalism, social media, film/TV, games, music and
publishing. It also explores the use of Al to address critical global phenomena such as
disinformation, to enhance online political debate, and to help the study of media itself
in the form of Al-enabled social science tools.

e Section 10 discusses issues related to Al democratisation, including a white paper
focusing on open repositories for Al algorithms and data as well as on the topic of
integrated intelligence.

e Section 11 examines ethical, societal, environmental and economic risks and concerns
stemming from the adoption of Al in the media industry, including bias and
discrimination, media (in)dependence, inequality in access, privacy, transparency,
accountability, liability, labour displacement, misinformation as an institutional threat,
and environmental impact. In addition, it provides a brief overview of existing EU policy
and legal initiatives and their impact on future Al research for the media industry.

e Section 12 discusses the forces that could shape the future of the use of Al in the media
sector, focusing on legislation/regulation, the pandemic and its impact, and climate
crisis.

e Section 13 briefly presents the web version of this Roadmap, available at the Al4Media
website.

e Finally, section 14 summarises the conclusions.

This Appendix (section 15) presents the questionnaires used in the two Al4Media online surveys
analysed in section 4.
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3 Overview of existing Al roadmaps, surveys and reviews

Contributors: Filareti Tsalakanidou (CERTH)

A large number of roadmaps, surveys, review papers and opinion articles focusing on the trends,
benefits, and challenges of the use of Al in different industry sectors as well as in the public
sector have been published during the last years. In this section, we briefly present the main
findings and insights from a selection of these works, aiming to provide a clear picture about the
most transformative applications of Al in the media and entertainment industry but also of the
most important current and future Al research trends that hold the potential for significant
impact across the media industry value chain.

This section is structured as follows: in subsection 3.1, we present the most important findings
from selected surveys and studies that focus on Al application in the media sector. In subsection
3.2, we present the insights from reports that examine more generic Al technology and research
trends that enhance and accelerate the science of Al in general. Finally, in subsection 3.3 we
attempt to summarise the most prominent applications of Al for the media sector and also
identify the most promising Al research trends that can be deployed to facilitate Al applications
for the media sector.

This section does not claim to provide a comprehensive review of all literature on Al or Al for
media, rather it is a selective review that focuses specifically on reports, papers and opinion
articles that explore the potentials, impacts and challenges of Al in the media industry. The
selected works were identified through a snowballing method where the involved Al4Media
Consortium members identified core reports, which were considered good starting points for
this overview. From these selected works, more reports, papers and articles were identified and
considered based on their bibliographies. Furthermore, topic-specific searches were conducted
for selected Al media applications or media sectors to ensure that some topics or areas are not
underrepresented. For all these works, three criteria of relevance were determined: 1) they
should explicitly deal with Al (either specific technologies or more widely), 2) they should either
address directly Al for media or technologies typically used by media Al, and 3) they should offer
insights regarding the impact, opportunities, future outlook and challenges of Al for the media
industry.

3.1 Al applications for the media sector

In this section, we summarise the most important findings from selected surveys, reports and
papers examining the use of Al in the media and entertainment industry. Our aim is to identify
the most important applications of Al in the media sector, both existing but also future, and also
provide some insights on the main challenges (ethical, societal, business) that these
technologies and the adoption of Al in general involve.
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3.1.1 Al.AT.Media — Al and the Austrian Media Sector: Mapping the Landscape,
Setting a Course (2021)

Contributors: Werner Bailer (JR), Georg Thallinger (JR)

A study titled “Al.AT.Media — Al and the Austrian Media Sector: Mapping the Landscape, Setting
a Course” was commissioned by the Austrian Federal Ministry for Climate Protection,
Environment, Energy, Mobility, Innovation and Technology (BMK) in 2020. The aim was to
identify the research potential of Al in the media sector in Austria, to describe thematic
challenges, and to point out suitable options for actions for exploiting the Al potential. The final
report (in German) was published in October 20213,

The methodology of the study consisted of a literature survey and web research, of a survey
among media consumers (n=500), interviews with technology providers (n=19), media
professionals (n=7) and researchers (n=9), and two half-day workshops bringing together
participants from these three groups (mostly focusing on defining the challenges). In addition, a
panel of three experts (IT, journalism, and law) provided inputs to the work.

Al application areas and automation levels

The study proposes a taxonomy of application areas, that extends and details of the one
proposed in the “World Press Trends 2020-21” report®. As the top level structure, it uses the
three main stages of the media value chain: sourcing deals with collecting, organising and
assessing information; production is concerned with the actual creation of content, and
distribution involves publishing, monitoring impact and interaction with consumers. The next
level structures these stages into tasks or applications for certain types of content, with one
additional level where needed. The granularity of the taxonomy was chosen based on the
heterogeneity of the task and the amount of existing Al solutions (i.e., coarser groups were
formed, where the available technology is still sparse). The study provides an assessment of the
maturity of Al technology for each application area. The scale of this assessment goes beyond
that of technology readiness level (TRL)®, as it also assesses specifically the experimental or
productive use in the media industry. The analysis shows a relatively high level of technical
maturity in many applications (e.g., information extraction from text, visual classification,
recommendation and content selection), with products and services being available, and
experimental use being reported by media organisations. However, only a small share of
applications (e.g., named entity recognition (NER) in text, automatic speech recognition (ASR)
for large languages, content recommendation, and moderation of discussions) have moved into
productive use beyond a few early adopters. This is mostly due to the lack of robustness, but

36 V. Krawarik, K. Schell, V. Ertelthalner, G. Thallinger, and W. Bailer, “Al.AT.Media -- Al and the Austrian Media
Sector: Mapping the Landscape, Setting a Course,” Austrian Federal Ministry of Climate Action, Environment,
Energy, Mobility, Innovation and Technology (2021):
https://www.bmk.gv.at/themen/innovation/publikationen/ikt/ai/ai_at media.html

37 F. Nel and C. Milburn-Curtis: “World Press Trends 2020-21,” Frankfurt: WAN-IFRA, the World Association of News
Publishers (2021): https://wan-ifra.org/wp-content/uploads/2021/04/WAN-IFRA-Report WPT2020-21.pdf

38 Space systems - Definition of the Technology Readiness Levels (TRLs) and their criteria of assessment, 1SO 16290,
2013.
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also due to the lack of trained models on data relevant for the particular media organisation
(e.g., non-English language models). Closing this gap is not feasible on the short term, and
human-in-the-loop approaches are required to enable the gradual introduction of Al
technologies in these application areas.

In the different application areas, Al may take a rather supporting role, being applied to very
specific tasks, or have a higher degree of autonomy and contributes to decisions or makes them
alone. The acceptable degree of automation depends very much on the application area, where
media creators are usually more concerned about Al technology creating content or making
decisions interfacing with customers. The study thus proposes five levels of automation (similar
to the well-known automation levels for autonomous driving®®: Al-enhanced tools, Al-based
assistance, Conditional automation, High automation and Full automation. Descriptions of the
levels and examples for different stages of the media value chain are provide in Table 1. For
some applications in the media industry, the higher automation levels may be entirely out of
scope, or limited to specific cases. One reason is the technical feasibility, as journalism's task is
to report about “the world", i.e., news may involve all possible domains and topics. Thus, the
requirements for a fully automatic solution may come close to that of artificial general
intelligence (AGI). Another important reason is the wish to keep human oversight over
information and processes that may have a strong impact on democracy and society, rather than
leaving automated content generation and recommendation algorithms to negotiate public
opinion.

Table 1: Automation levels and examples for different stages of the media value chain.

Level Description Sourcing Production Distribution

Level 0 - No Humans control Topics monitored  Content created by Content

automation non-Al-based tools by humans, humans, tools based selection and
content analyzed on non-Al playout by
and verified by technologies humans
humans

Level 1 - Al- Humans operate Content quality Content Media

enhanced
tools

Level 2 - Al-

tools using Al for
specific tasks in
their workflows

Al-based tools

analysis, content
similarity/near

duplicates, model
fitting, prediction

ASR, content

modification and
enhancement tools
use Al for low level
tasks (e.g., colour
correction, spell
checking, inpainting)
Content

monitoring tools

Suggestion of

based generate tagging, suggestion/completi content and ads
assistance information thatis  classification, on, summarisation,

used in subsequent  object/logo/face subtitling support

steps, with human  detection,

verification/correct
ion, no decision

trustworthiness
scoring,

39 Taxonomy and Definitions for Terms Related to Driving Automation Systems for On-Road Motor Vehicles. SAE
J3016_202104, 2021: https://www.sae.org/standards/content/j3016 202104/

D2.3 - Al technologies and applications in media: State of Play, Foresight, and 43

Research Directions


https://www.sae.org/standards/content/j3016_202104/

1A

ARTIFICIAL INTELUIGENCE FOR
THE MEDIA AND SOCIETY

Description Sourcing Production Distribution
knowledge
modelling
Level 3 - Processes including  Selection of Text/media Automated
Conditional Al-based decisions, relevant topics generation from choice of

automation

with human
intervention
required at some
points

and sets of source
content

highly structured
information,
preparation of
accessibility content

encoder settings,
bitrate selection,
content
recommendation
, automated

compliance
checking
R Fully Al-based Automatic Automatic Automated user
automation processes under filtering and generation of targeting and
human supervision  selection of content (with content
(in particular for sources, review), fully adaptation to
consumer facing automatic content automatic user (with
decisions) verification generation of human checks),
versions chatbot with
handoff
Level 5 — Full Fully Al-based Automated Automated content  Automated user
automation processes directly relevance creation/adaption targeting and
interfacing assessment, and tools for all content
consumer, without  analysis, modalities, adaptation to
human supervision  assessment of automatic user, chatbot
content accessibility without handoff

Key challenges identified

In terms of relevant emerging research fields, the study highlights question answering and
captioning, media verification and forensics, content generation and improvement, learning-
based media coding, moderation and discourse analysis, Al explainability and transparency as
well as learning with scarce data.

The study identifies four key challenges for making Al more widely usable in the media industry.
First, the availability of localised Al tools and data. Many solutions work well for English, but
less so for smaller languages, and not at all for local dialects. Apart from this issue with language
processing resources, a similar problem exists with the availability of (linked) open data for
regional or local matters, as well as image content (e.g., for training landmarks or face
recognition). Second, content generation tools have not yet matured beyond filling templates.
Any other media generation does not yet meet the quality expectations of media companies
and audiences. In addition, content generation tools need to meet journalistic standards in order
to be usable, i.e., ensure that generated content is factually correct, that information and
opinions about it are clearly separated, etc. The third challenge concerns better targeting,
respecting the consumers’ privacy and avoiding filter bubbles. Especially smaller media
companies lack data on their consumers, and drilling further down in small audiences raises
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privacy issues. Fourth, assistive tools specifically targeted to journalistic needs are required,
providing support in standard tasks in content sourcing and creation (e.g., summarising the state
of the story so far, before giving further updates). While some of the technology for these tasks
is already available, it often does not meet requirements of journalistic workflows, e.g., ensuring
that the source of every piece of information provided can be traced back and easily checked.

3.1.2 The Al Disruption in Media & Entertainment (Dataiku, 2020)

This survey®® by Dataiku offers a comprehensive overview of the ways in which Al can disrupt
and transform the media and entertainment industry. This is achieved through the presentation
of high value Al use cases for the media, key Al opportunities per media sector, and main
challenges and upcoming trends for Al in media. The central themes running through the report
are the need for the adoption of data-driven business models and the trend of personalisation
of services that allow media companies to expand their business by offering their content “not
at audiences of billions, but at billions of individuals”.

The report offers a comprehensive list of high-value Al-driven use cases for the media industry,
which includes Al applications like:

e Smart recommendation engines: Al can enable the shift from simple recommendation
engines into fully personalised content experiences, improving content relevance and
distribution.

e Hyper-targeted advertising: By combining and analysing large volumes of data, Al can
enable accurate prediction of user churn rates, steer advertising placement, and increase
conversion through personalised offers like personalised movie trailers appealing to
different audiences.

e Real-time predictive modelling for anticipating demand and segmentation: This can help
media companies react in real time to consumers’ changing needs, predict future needs to
direct investments accordingly, and anticipate content engagement per audience segment.

e Programmatic ad buying: Based on real-time analysis of audience dynamics across multiple
channels and ad space, the process of ad buying on different media platforms can be
efficiently automated.

e Personalised programming: By collecting and analysing a steady stream of customer data,
streaming companies can offer not only personalised program recommendations based on
sophisticated user profiles but also personalised formats for the presentation of the content.

e Automated “robot reporting”: NLP technologies are already used to automatically produce
news content for topics like financial news or minor-league sports but also to detect trends
in social media thus identifying topics that may interest the audience. Al can be exploited to
assist (or replace) journalists in tedious or boring tasks, allowing them to focus on more
meaningful work like news analysis or investigative reporting.

40 The Al Disruption in Media & Entertainment (2020): https://content.dataiku.com/ai-media-entertainment/ai-
media-entertainment
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e Video game development. New Al technologies like evolution learning are already
transforming the industry, helping design more sophisticated games with virtual characters
that can think and act like humans (reacting to or anticipating the human players’ actions).

e Automating HR, legal and administrative tasks: Apart from Al functionalities to improve
offered services and expand business, media companies can also exploit Al advances to
automate administrative, legal or HR tasks. Some prominent examples include forecast of
residual payments to anticipate or explore scenarios of how talent (e.g. actors in a movie,
music creators, etc.) will be compensated based on content distribution across platforms;
compliance with copyright standards by automatically analysing relevant legal documents;
Al-based casting for TV shows/films based on cross-analysis of historical data of film
performance and relevant cast profiles and prediction modelling.

In addition to identifying high-value use cases along the media production chain, the report also
highlights how Al can help individual media & entertainment sectors:

e Music: Al has already disrupted the music industry by offering innovative solutions in
areas such as recommendation engines for content personalisation, forecasting of music
trends & sales, segmentation of customer base based on audience and user behaviour
analysis, forecasting for content monetisation and payments to talent.

e Film & TV: Al offers the potential of radical transformation especially for film studios,
which unlike streaming services have not fully embraced yet the data-driven model. Al-
enabled analysis of user behaviour and operational data can revolutionise content
recommendation systems, churn prediction, hyper-targeted marketing, sale and
residual payment forecasting, but also analysis of sentiment and trends is social media
for market research.

e Video games: Al can facilitate game development, design and graphics, aiming to
produce sophisticated games and maximise user engagement while it can also support
personalised marketing of games and social and customer analysis, aiming to maximise
revenue, understand the players, and maximise their satisfaction.

e News: Al can help to reinvent the news industry model through applications like robot
journalism, hyper-targeted advertising, sales forecasting etc. Interestingly enough, the
report does not delve into more journalistic aspects examined in similar works (e.g. Al
for countering disinformation, for automated news production or coverage, or for
content archiving and search).

e Sports entertainment & gambling: Aiming to improve the online gambling experience,
Al is used not only for personalisation or user behaviour prediction but also for
modelling the uncertainty surrounding user actions. Prominent applications of Al for this
sector include fraud detection, lifetime customer value prediction, and ad-hoc analysis
of AB/test data.

e Advertising: Al is already transforming the way ads are bought or sold by enabling
hyper-targeted advertising, programmatic ad buying, and customer base segmentation.

The use of Al in the media sector also comes with a set of challenges, including:
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Creating sustainable and effective production pipelines to process and exploit data.
Issues of data governance, data privacy and compliance with relevant regulations. The
need for advanced collection of personal data (even sensitive) to support
personalisation of media experiences often clashes with relevant regulation.
Misinformation in social media. The business model of social media, which is based on
maximising user engagement/reaction, creates well-founded worries in the news
industry since it has been shown to significantly contribute to misinformation spread.
Recommendation engines and filter bubbles. \While recommenders are fundamental in
helping to maximise user engagement by providing users content they like, they are also
responsible for creating filter bubbles by feeding users news content biased towards
their beliefs, thus failing to provide the bigger picture or alternative views and isolating
usersin an eco-chamber. Al can be used to improve recommender systems by increasing
transparency and identifying biases.

Attracting Al talent. Media companies have a different set of unsolved problems and
thus different needs when it comes to hiring Al talent compared to big tech companies.

The report concludes by nicely summarising the main trends in Al and ML for the media sector:

3.1.3

More personalisation. Media experiences will become highly personalised. In addition
to content personalisation, the trend is towards integration across media experiences
and also use of Al assistants to facilitate content discovery.

Convergence of technology, telecom and media industry. Tech and telecom companies
acquire media companies in a fast pace, driven by increased demands for data and Al
tech.

ML to enhance user experience. Based on use of text and image analysis, advanced
recommender systems will suggest images for news articles or search for images of the
same type. At the same time, Al will facilitate multi-lingual content translation as well
as transformation to different writing styles for different audiences.

Al for immersive VR experiences. Al will facilitate the creation of fully immersive AR/VR
experiences based on intelligent avatars and VR content created by Al.

Al beyond content. Media companies have already started adopting Al technologies for
administrative, legal, HR or other tasks.

The Technology, Media & Telecommunications Al Dossier (Deloitte, 2021)

This report* by the Deloitte Al Institute highlights the most business-ready cases of Al for the

Technology, Media & Telecommunications (TMT) sector while also presenting emerging Al

41 Deloitte Al Institute, The Technology, Media & Telecommunications Al  Dossier (2021):
https://www?2.deloitte.com/content/dam/Deloitte/us/Documents/deloitte-analytics/us-ai-institute-dossier-tech-

media-telecomm-dossier.pdf
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applications with future potential. Below, we briefly discuss those most relevant to the media

sector. Current applications include:

Increased user engagement, using Al to automate engagement and two-way
communication with users through NLP and sentiment analysis but also to improve
content and services personalisation via Al-powered DM platforms.

Digital Contact Centers, using NLP to build virtual assistants that deliver a more human-
like communication but also adopting predictive analytics and sentiment analysis to
monitor interactions and provide useful insights for customers and staff.

Fake media content detection, based on video and text analysis to detect deepfake
videos but also other media content like fake articles.

Monetisation of customer data, based on analysis of user behaviour (e.g. conversations
on social media) to provide content they like or advertise products they are likely to buy
but also based on the combination of different sources of user data for more efficient
targeting.

Future trends include:

3.14

Language translation services, using NLP technology for automatic real-time translation
of content and elevated communication experience, free of language barriers.

Video content analysis. Use of ML, DL and computer vision to automatically analyse
video content and thus facilitate tasks such as real-time monitoring and trend detection
in social media aiming at increased personalisation but also enable monetisation of
video archive collections.

Audio and video mining, using Al to transform video and audio in structured data and
thus easily mine the vast volumes of user generated content for useful information.
Ad analytics based on emotion detection: using data collected by sensors installed in
the viewer’s living room, the film/TV industry as well as advertisers will be able to
understand how the viewer is emotionally affected by the content presented to them
and will thus be able to extract useful insights about user preferences or predict future
engagement with content.

Self-healing networks, using Al-enabled predictive analytics to predict network
maintenance needs, e.g. for broadcast infrastructure, thus minimising failures and costs.

Artificial intelligence systems for programme production and exchange (ITU-R,
2019)

This report*? by the Radiocommunication Sector of the International Telecommunication Union
(ITU-R) of the United Nations presents an overview of Al applications across the whole value
chain of the broadcasting sector, from workflow optimisation to personalisation of content:

42 Artificial intelligence systems for programme production and exchange, Report ITU-R BT.2447-0 (2019):
https://www.itu.int/dms pub/itu-r/opb/rep/R-REP-BT.2447-2019-PDF-E.pdf
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e Al for workflow optimisation, aiming to automate tedious routine tasks. This includes
analysis of archived content and historical scheduling data for optimising content
programming for different audiences; automatic camera selection and framing;
automated content generation, e.g. creation of highlights for sports events; automated
creation of video digests based on image analysis of content and analysis of user
comments on social media; optimisation of live footage based on learned relationship
dynamics of group interactions, etc.

e Automated content creation, including news alerts based on analysis of social media
posts (text/image/video) to detect newsworthy trends or trustworthy news; automatic
generation of content based on analysis of data released by different agencies or
organisations (e.g. financial data, weather data, etc.); automatic captioning based on
speech recognition; chatbots to dialogue with users/audience; automated Al-driven
announcer systems; automated commentary for live programmes like sports events;
translation in different languages; sign-language CG synthesis; automated programme
creation based on analysis and synthesis of archived data.

e Metadata creation to optimise content management and search in vast audio-visual
broadcast archives. For the creation of high-level metadata, Al algorithms for video and
audio analysis and detection, face detection and recognition, detection of text in video
(e.g. detection of signs), object detection and recognition, and speech recognition are
used.

e Dynamic product placement and advertising. Use of Al technologies that will decouple
product placement from the initial content generation. E.g. placement of different
products (e.g. a drink from a different brand) on a broadcast film depending on audience
or timeslot will be able during post-production and distribution.

e Content personalisation. Personalisation of content has become significantly important
in broadcast to target efficiently audiences of different demographics. More recent
trends in this direction include user-decision-driven modular storylines as well as
personalisation of content based on the user’s affective state, captured by real-time
sensors.

The report concludes by highlighting the need for large volumes of real and high-quality data for
training Al models for the media industry.

3.1.5 Alin the media and creative industries (NEM, 2019)

This white paper® by the NEM initiative aims to offer a detailed overview of Al technological
advances and their potential impact on the media sector, also identifying relevant challenges.
The paper is structured upon five creative application areas (music, images & visual art, digital
storytelling, etc.) and three axes (creation, production and consumption of media content). In

43 Al in the media and creative industries, New European Media Initiative (2019):
https://arxiv.org/ftp/arxiv/papers/1905/1905.04175.pdf
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Table 2 below, we attempt to briefly summarise the findings for each application area. As can

be seen, the authors of this report go into significant depth on the ways in which Al can be used

to achieve different tasks in the selected creative areas. The report offers also details on the

specific Al technologies used in each case (e.g. GANs, CNNs, etc.).

Table 2: Overview of Al technologies for the media industries and relevant challenges in NEM white
paper on “Al in the media and creative industries”

Application Content creation
areas

- Generative models
able to handle
advanced audio
features such as
timbre

- Style transfer

- Tools for
personalised music
generation

-Apps for Al
generated art images
- Generation of
pastiches

- Generation of
images from captions

Images and
visual art

Content
production

- Al-based music
production
systems for
independent
musicians

- Audio demixing
- Processing of
different music
signals at the
same time
without losing
audio quality

- Reproduction of
scene-dependent
image
transformations

- Image quality
enhancement

- Style-based
image
transformation

- Image inpainting
- Image retrieval
based on visual
features or text

Digital
storytelling

- Searching archives to find suitable
content to fit the narrative
-Sensor-based storytelling for immersive
experiences

- Al cinematography

- Authoring tools for non-experts

- Transmedia storytelling

Content
consumption

- Personalised
recommendations
- Improved
playback allowing
user control over
sound

- Delivery of
personalised
music content

- Automatic
metadata
creation based on
image/text
analysis

- Object/face
detection
&recognition

- Multimodal
interactive and
virtual
experiences

- Content
personalisation
- Audience
segmentation

Challenges

- Models that
leverage
information in raw
audio signals
-Learning long-
term temporal
dependencies

- Transfer between
different timbres

- Denoising and
demixing

- Image generation
from description

- Understanding
image content

- Cross-media
search

- Automatic
reconstruction of
missing parts

-Transdisciplinary
storytelling
bringing together
writing, tech and
gaming

- Automation of
narration in
interactive
entertainment

- Ensuring authors
remain in control
of stories partly
created by Al
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Application
areas
Content in
games,
movies,
engineering
and design

Al and Book
Publishing

Media
access
services

Social media

Content
production

- Automatic content synthesis (detailed
landscapes, textures, objects, etc.)

- Generative game design

- By-example synthesis

Content creation

Content
consumption
-Personalised
games adapted
dynamically to
player profiles

- Modelling player
behaviour, skills
and affective
state

- Automation of processes in publishing houses
- Improved accessibility for people with print impairments (e.g.
automatic text creation to describe image concept)

- Publication tagging

- Copyright management (e.g. using visual and text info from
the web to provide relevant licensing info, combination of Al

and blockchain)

- Book recommendations based on book content analysis and

user profiles

Challenges

- Synthesis of large
environments

- Methodologies
that directly
sample instances
by directly
enforcing
requirements

- Reliable
estimation of user
emotional state
-Ethics by design
to prevent
addiction
-Addressing IPR
issues related to Al
input and output

- Automatic subtitling (contextualised, multi-lingual, complying - Streamline
with legislation) circulation of
- Sign language production audio-visual
- Audio description of content content through
translation
- Automatic
multilingual
translation
-Analysis and cross-examination of various - User profiling & - Heterogeneous
information sources in multiple languages = recommender data integration
- Fact-checking systems and search
- Content verification (detection of - Public tools for - Security of
manipulated content/ deepfakes) assessing multimodal
- Social network analysis to monitor information information
disinformation spread reliability retrieval systems
- Automatic creation of personalised news - News and video
digests aggregation and forensics
summarisation - Trust and
-Intelligent tools  transparency of Al
for high-quality algorithms
participative
journalism
- Content personalisation - Ad placement
- Recommender systems - Trend detection
- Content search - Moderation
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Content
consumption

Content creation Content
production

Challenges

Apart from the challenges identified for each media/creative sector, the NEM white paper also

identifies a set of transversal challenges across sectors, summarised below:

3.1.6

Artificial Intelligence in the Creative Industries: A Review (BVI, 2021)

Data challenges, including building large annotated databases not only of content but
also of user preferences.
Robustness challenges with regard to performance of pattern recognition algorithms.
Cross-domain challenges, i.e. development of cross-domain multi-modal analysis tools.
Challenges of human-machine collaboration, including Al explainability and adaptation
of Al tools to user needs.

Al transparency and accountability challenges.
Ethics challenges, including development of ethics-by-design tools as well as improved
Al transparency and trustworthiness.

This paper* by the Bristol Vision Institute of the University of Bristol offers an overview of the
state-of-the-art for the use of Al technologies in the creative industry. The authors classify Al
applications in five areas (content creation, information analysis, content enhancement & post
production workflows, information extraction & enhancement, and data compression). For
each area, several topics are identified and examples of Al applications are provided for each
topic. Unlike most of the works presented in this section, this survey focuses a lot on the actual
Al technologies deployed for each application, i.e. CNNs, GANs, RL, BERT, VAE, etc. In the
following Table, we summarise the different examples of Al application in the creative industries
classified per area and topic.

Table 3: Summary of Al application areas in the creative industries from the “Artificial Intelligence in

the Creative Industries: A review”, a survey by BVI.

Application area topic Examples of application
Content creation
Script and movie e  Script generation for film
generation e Automated generation of movie trailers

e Interactive narrative for games
e Procedural content generation for games

Journalism and text e Robot journalism for generic news
generation

e Language translation
e Video to text
e  Text transformation to different writing styles

Music generation e Search in audio databases

e  Al-assisted music creation

New image generation e  Automatic image creation

44 N. Anantrasirichai and D. Bull, Artificial Intelligence in the Creative Industries: A Review (2021):
https://www.researchgate.net/publication/343228503 Artificial Intelligence in the Creative Industries A Revie

w
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Application area topic

Examples of application

Image transformation/style transfer (e.g. from one painter style to
another, face aging, etc.)
Talking video from facial image

Animation

Character animation for film and games
Scene and object rendering for film and games
Human-like virtual assistants

AR/VR/MR

Game design

User motion detection

Dynamic virtual environments for film and games
Object and user detection

Deepfakes

Improved realism in film industry (e.g. replacement of one actor’s
face with another)

Manipulated/fake audio/video/text for disinformation
Manipulated/fake digital content detection

Content and captions

Text generation from image/video analysis/interpretation
Image generation from text analysis

Information analysis

Text categorisation

Document indexing and retrieval
Sentiment classification

Topic classification

Spam detection

Advertisements & film
analysis

Recommender systems for music and movies

User profiling/ behaviour analysis

Dynamic ad programming/placement

Social media analysis for opinion mining

Content performance prediction (e.g. by historical data analysis that
associates box-office performance with film content)

Content retrieval

Automatic annotation and metadata creation (based on audio/object
recognition and scene understanding)

Image/video search based on image analysis and understanding
Music retrieval based on search by sound, query by humming, etc.

Recommendation
engines

Content-based filtering based on single user preferences
Collaborative filtering based on other user suggestions
Knowledge- based filtering based on user queries
Content summarisation

Intelligent assistants

(based on text or voice) °

Information retrieval (e.g. relevant news, weather reports, etc.)
Recommendation of content
Chatbots for dialogue with audience

Content Enhancement and Post Production Workflows

Enhancement

Contrast enhancement
Colourisation to add or restore colour in images
Super-resolution images

Post-production

Image deblurring, denoising, dehazing/mitigating atmospheric
turbulence

Inpainting (e.g. for removal of unwanted objects or restoring missing
parts)

Visual Special Effects to create realistic 3D virtual characters,
animations, environments
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Application area topic Examples of application

Information Extraction and Enhancement

Segmentation e Object detection & classification
e Semantic segmentation (in 2D and 3D)
Recognition e  Object recognition

e  Face recognition

e Speech and music recognition

e Emotion detection (based on video, audio)
e Action recognition

e Sign language recognition

Tracking e  Object and face tracking in video

Image fusion e Combination of multiple images to aid human perception
3D reconstruction & e 3D scene reconstruction from video or RGBD sensor output
rendering

Data compression
Data compression e Deep compression methods to optimise existing coding tools
e Compression for super-resolution videos

The review also points out ethical issues related with the use of Al in the creative industries such
as authorship of Al creations, Al-induced inequality (with regard to information access), use of
Al with malicious intent (e.g. for creation of deepfakes aiming to spread disinformation), and Al
algorithmic bias. It also stresses that having a human in the loop is necessary for current Al
systems, especially for creative processes. This necessitates the establishment of a feedback
mechanism that will allow humans to check Al outputs, make critical decisions based on Al
output, and provide feedback about Al failures to the Al system. While the most effective Al
algorithms are still based on ground truth and labelling, in truly creative processes there is
usually no way to evaluate the quality of the generated outcome in advance. Thus new methods
going beyond traditional ML algorithms, e.g. methods like generative models, should be further
explored and extended to generate new creative content.

With regard to the future of Al, the report singles out the following areas that hold great promise
but require further research efforts:

e Increased diversity and context in Al training for new creative content generation. This
will require high-dimensional datasets including info on audience preferences and
current trends but also modelling human perception of quality;

e Convergence of Al with blockchain technologies to support improved and trusted data
labelling and model training;

e Techniques for unsupervised or self-supervised learning will be significantly important
as the volume of collected data grows exponentially;

e Reinforcement and transfer learning to provide greater generalisation capabilities for
Al learning algorithms;

e Research on human learning mechanisms, aiming to imitate human brain capabilities.

3.1.7 New powers, new responsibilities - A global survey of journalism and artificial
intelligence (LSE, POLIS, Google News Initiative, 2019)
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This report* by London School of Economics, POLIS and Google News Initiative is based on a
survey of 116 journalists in 71 news organisations in 32 countries focusing on Al for journalism.
The report finds that Al is already used in newsrooms for a variety of tasks, mainly for
automating tedious tasks and supporting journalists in creating better and more trusted
journalism; but also for delivering more relevant and useful content and services to users,
helping citizens to cope successfully with information overload and misinformation rise. The
main three areas where Al can improve newsroom functionality include automated
tagging/entity extraction (for newsgathering), automatically generated content (for news
production), and enhanced recommendation engines and content personalisation (for news
distribution).

At the same time the respondents identified several challenges related to the use of Al in the
newsroom: algorithmic bias leading to bad editorial decisions or discrimination against groups
of people; disinformation spread and filter bubbles - Al is instrumental in creating these
phenomena but it can also help newsrooms counter them; Al can help increase transparency as
well as increase diversity of stories and audiences; ensuring balance between Al and human
intelligence; and the power of Big Tech companies that control development of Al technology.
Overall, the newsrooms were confident that the impact of Al could be beneficial, given that they
would retain ethical and editorial principles.

Half of newsrooms saw themselves as Al-ready while the other half were just starting to use
such technologies and were already fearing that they were falling behind (especially small
newsrooms). The main challenges for adopting Al include financial resources to build/manage
Al systems, need for personnel with Al skills, cultural resistance (e.g. fear for loss of jobs or
hostility against technology) but also lack of Al literature or clear Al strategy in the company.

Interestingly, the role of Al is characterised by the respondents as supplementary or catalytic
but not transformational (yet). With regard to the future, the report identifies nine ways in
which Al can reshape newsrooms and journalism:

e Improved content personalisation;

e Automated production of content;

e Dynamic pricing for ads and subscriptions;

e Automated transcriptions;

e Improved content moderation;

e Detection of fake news and deepfakes;

e Debunking of information;

e Enhanced content search based on video/image analysis;
e Sentiment analysis of user generated content.

In this direction, some interesting ideas collected from the journalists participating in the survey
include: automatic text to anything (voice, video, other text); production of news enriched with
more sources and personal aspects; journalism of things, exploiting everyday devices to collect

45 C. Beckett, New powers, new responsibilities - A global survey of journalism and artificial intelligence (2019):
https://blogs.Ise.ac.uk/polis/2019/11/18/new-powers-new-responsibilities/
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data (e.g. sensors in a political event to record crowd reaction to parts of the speech, or in sports
to detect the most important highlights of a game); augmented journalism using drones,
wearables, voice, VR technologies for novel content creation and delivery; transforming news
from unidirectional communication to bidirectional communication through enhanced user
understanding (incl. emotion analysis) and increased user engagement; working with news
patterns rather than case-by-case stories; conversational agents that can reliably answer
questions about current affairs.

The need for improved Al training and education was an issue of unanimous consent.
Respondents pointed out the need for: improved Al literacy (what is Al and how it works) across
a news organisation; basic Al training (e.g. basic skills on Al coding or data model training) for
newsroom employees; innovation training through experimental Al projects; raising awareness
about Al use in the industry and what other newsrooms do; understanding Al ethical concerns
(bias, robustness, etc.) — how they work and how to address them; enhanced understanding of
technology big picture and of wider role/impact of Al on society.

Although the news industry is highly competitive, the appetite for collaboration with regard to
Al technology is notable. This collaboration may take various forms: across different units of the
same organisation; between news organisations; between news industry and tech companies,
start-ups or research/academic organisations; on a national or international level (e.g. to build
transnational tools, adaptable to different audiences, languages, etc., or stories, e.g. on climate
change, crime, etc.). Such collaboration can have a positive impact not only on news content
and stories, but also on the development of novel Al solutions tailored for newsrooms and on
financial costs.

The report concludes with how the news industry can learn from other industries when it comes
to the adoption of Al: the retail industry can offer useful examples of recommendation engines,
dynamic pricing or customer experience analysis; the gambling industry can offer examples of
user behaviour analysis and audience understanding; the gaming industry offers examples of
how to use Al to automatically interact with the users; medicine and biotech companies offer
examples of standards for Al ethics; and of course big tech companies can offer insights on the
next big trends of Al but also examples of success stories and failures/mistakes with regard to
market and ethical challenges.

3.1.8 Al predictions 2021 - Technology, Media & Telecommunications (pwc, 2021)

This pwc survey® offers a good overview of the top priorities, benefits and challenges for the
deployment of Al technologies by the tech, media and telecom industries. The survey unveils
that the media companies’ top goal with regard to the use of Al is to increase efficiency and
productivity (53%), followed by revenue growth (45%), innovative products/services (34%),
improved internal decision-making (29%), employee training (29%), and better user experiences
(26%).

46 Al predictions 2021 - Technology, Media & Telecommunications: https://www.pwc.com/us/en/tech-effect/ai-
analytics/ai-predictions/technology-media-and-telecommunications.html
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With regard to challenges, media companies identify as top challenge the development of Al
models and datasets to be used across the company (47%), followed by recruitment of skilled
personnel to work in Al (32%). Training of current employees (24%), making Al responsible and
trustworthy (24%) and measuring Al’s return on investment (21%) are deemed as important only
by one fourth of respondents. At the same time, 45% of media companies report that they fully
address risks related to Al and add necessary controls while 47% have a plan in place to identify
new roles required as a result of the adoption of Al technology.

The survey concludes with three main takeaways about what should media companies do with
regard to the adoption of Al:

e Take advantage of all the emerging Al technologies to transform their workflows,
improve consumer experience, forecast demand for content and services, and
improve their marketing.

e Operationalise Al across the organisation by creating a new operating model, adopting
a new approach to technology, and new ways of work.

e Minimise Al-related risks, by updating data governance, data policy and security as well
as by addressing issues of Al bias in their models.

3.1.9 Selection of online articles on Al applications and trends for the media sector

In the previous subsections, we briefly presented the findings of roadmaps, studies and surveys
that aim to offer an accurate glimpse into the future of Al and it application in the media sector.
These works usually follow a structured approach involving a co-creation process that aims to
collect the opinions of different Al experts (or the public in some cases) and then synthesise
these opinions to provide some insights and proposals about the future of Al research and
applications. In addition to these works, in this subsection we briefly present the main Al trends
and challenges identified in a selection of interesting articles posted by individual Al experts or
groups of experts and published in relevant popular online magazines, websites, blogs, etc.

3.1.9.1 How Artificial Intelligence is transforming the media industry? (CMF Trends and Méta-
Media, 2019)

This two part overview by CMF Trends and Méta-Media*"*®presents a wide list of Al applications
covering the whole information and entertainment media value chain. Some examples are
presented below:

o Al for augmented information: ‘Robot’ journalists can be used to speed up the news
production process, however their use is currently limited to financial reporting, election
reporting or small-scale events. Advances in NLP can help extend robot journalism to cover
more complex topics, by identifying relevant content, context and appropriate presentation
format. In addition, Al can help journalists to analyse vast amounts of data by combining

47 K. Bremme, How Artificial Intelligence is transforming the media industry? — Part 1: https://cmf-fmc.ca/now-
next/articles/how-artificial-intelligence-is-transforming-the-media-industry-part-1/
48 K. Bremme, How Artificial Intelligence is transforming the media industry? — Part 2: https://cmf-fmc.ca/now-
next/articles/how-artificial-intelligence-is-transforming-the-media-industry-part-2/
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multiple sources of information. It also enables monitoring trends in social media and
providing relevant automated news updates. To remain relevant, smart collaboration is
required between journalists and Al assistants.

e Al for countering fake news: Al plays a significant role both in the generation and spread of
disinformation but also in the detection of disinformation. Al can be used to automate fact-
checking of information and verification of content using advanced text, image, video and
audio analysis.

e Al for improving online conversations: NLP technologies are used to moderate online
conversations, by identifying hate speech, verbal violence, etc. In addition image analysis is
used to detect hate-filled or violent images. Such automatic moderation techniques are
especially helpful in cases where the lack of human moderators and the toxic comments
have obliged editors to turn off comments on sites and online articles. Using automatic
moderation tools will give the audience the opportunity to express themselves in a civilised
online environment.

e Al at the service of voice: NLP and voice recognition have led to conversational agents
capable of understanding humans and dialoguing with them. Al enables high quality text-to-
speech synthesis, speech-to-text translation and support for different languages and
dialects. These capabilities are extremely helpful for the whole media industry.

e Al for interactivity and engagement: Many online news sites use such bots to interact with
their audience and share news, while interactive fiction content has also become a thing,
e.g. with interactive stories for children or adults. The conversational and personalisation
capabilities of chatbots create a closer user experience, enhance interaction with the user
and foster engagement. This type of Al technology can provide new storytelling experiences
and increase user engagement in sectors like advertising, marketing, film and audio.

e Alin XR: Al has the potential to advance storytelling with virtual characters that are capable
of advanced interactions with human beings. Al can augment virtual character design (facial
expressions, body movements, voice), can identify human emotions and can enhance
interaction between humans and virtual characters by making it more natural.

e Al for indexing, archiving and search: by combining image analysis, NLP and ML, Al can
automate metadata creation for multimedia content thus enhancing archiving and
discoverability. Al can also automate other content management tasks like data format
conversion or sub-title extraction, thus enabling real-time indexing. Automatic metadata
creation more effective content search, increases monetisation opportunities, helps media
practitioners in their daily tasks (e.g. reporters to search video archive content to write a
news story or fact-check a piece of information).

e Al for targeting and customisation: Al can revolutionise recommendation algorithms and
help provide the right content to the right person at the right time, based on user profile
and activity, also considering the context (e.g. place, time, weather). Most of media already
use Al to recommend content while giants like Amazon or Netflix heavily rely on
personalisation of services.

e Al for accessibility: Al can help make content more accessible for people with disabilities or
limitations, e.g. by automating subtitles production, text-to-speech technologies, image
recognition for audio description, and real-time translation.
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e Al for video production and creation: Al can be used for automated video editing and
creation. For example, lengthy videos can be analysed to create short versions with
highlights (e.g. short summaries tailored for social media use) or produce automatically
edited versions ready for distribution. Al can also be used for post-production to offer
different montages of a scene or add special effects.

e Al for monetisation and prediction of success: based on techniques such as analysis of
behavioural data, audience analysis and trend detection, Al can predict the success or
engagement of content before this is made available to users. To this end, Al is present in
the whole marketing chain: from customer acquisition (audience analysis and segmentation,
scoring and targeting, visual context identification), to transformation (customisation and
recommendation, content creation, optimisation of sites and media, automated campaign
piloting), and loyalty building (conversational agents, customer program automation,
behaviour analysis, predictions). Another more recent trend involves the use of Al-enabled
emotion recognition that will also allow content recommendation based on the user’s
emotional state at any given time.

e Al and media ethics: issues such Al bias, data and user privacy, Al interpretability and
explainability are challenges that should be addressed to ensure ethical use of Al in the
media sector.

The article concludes by pointing out the potential of Al for content access and monetisation,
personalised recommendations and manipulation prevention, but also stressing the need for
collaboration of humans and Al when it comes to content creation or management.

3.1.9.2 Transforming the media industry with Al (The Record, 2018)

This article® featured in The Record magazine tries to explore how Al can transform the entire
media and entertainment industry from content creation to user experience. Based on
interviews with experts that either provide Al technologies for the media sector or analyse the
media sector, the following Al technologies with a potential to bring transformational changes
in different parts of the media business chain are identified:

e Automatic metadata tagging and extraction based on image analysis and speech-to-
text technology. This feature can help media companies effectively organise their
content and archives and is going to be extremely useful for driving content exploitation
and relative monetisation strategies.

e Use of Al tools to strengthen predictive capabilities, e.g. to predict content demand
and subsequently adjust resources in the cloud or predict disruption to supply chains,
thus ensuring considerable savings for companies.

e Personalised content distribution to media consumers, including title
recommendations or content curation based on user profiles which are built by
collecting data about user interactions with content in the cloud.

49 L. James, Transforming the media industry with Al: http://digital.tudor-rose.co.uk/therecord/issue09/64/
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e Personalised media advertisement campaigns based on Al that autonomously
understands product properties, consumer preferences and willingness to pay per
product, purchase of likelihood at a given time, etc.

e Automation and digitalisation of existing workflows, enabling content production and
distribution to meet growing demands.

e Al-enabled feedback for artists based on real-time metrics of consumption that has the
potential to increase creativity and increase production of content.

The main challenge identified for the realisation of Al’s potential for the media sector is the
collection and management of data (audience/operational/content data) at large scale to train
relevant Al algorithms and the adoption of a “data-first” approach by media companies.

3.1.9.3 Emerj Al Sector Overviews (Better Software Group, 2019)

A series of reports on Al sector overviews have been published by Al market research and
publishing company Emerj, aiming to explore important Al trends across industries, from
automobile and financial to creative industry and beyond.* In the following, we summarise the
insights offered by some of these reports, focusing on the news sector, streaming services,
entertainment companies, and marketing.

Automated journalism

This article®? presents different ways in which Al is being integrated in newsrooms. The main
enhancements offered by Al include:

e Streamlining media workflows and automating tedious tasks to allow journalists to
focus on creative tasks like reporting;

e Revealing insights by exploring correlations between data;

e Accelerating journalistic research;

e Countering disinformation; and

e Automatic creation of news stories from raw data.

The article offers examples of Al tools used by popular news outlets like the Editor®? app of NY
allowing efficient editing of news articles through real-time semantic discovery of people,
events, locations and dates mentioned in an article; the Perspective API°® organising reader
comments in articles based on their toxicity and thus allowing users to only interact with useful
comments; the Juicer®* app by BBC that monitors the RSS feeds of outlets around the world,
extracts stories and assigns semantic tags to them, allowing journalists to quickly find the most

50 Emerj Al Sector Overviews: https://emerj.com/ai-sector-overviews/

51 C. Underwood, Automated Journalism — Al Applications at New York Times, Reuters, and Other Media Giants (2019):
https://emerj.com/ai-sector-overviews/automated-journalism-applications/

52 Editor, an experiment in publishing: https://nytlabs.com/projects/editor.html

53 Perspective API: https://www.perspectiveapi.com/how-it-works/

54 The Juicer API: https://bbcnewslabs.co.uk/projects/juicer/
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relevant articles on a search topic; Washington Post’s Heliograf>®> software for creating
automatic real-time news reports for sport events and election results; Associated Press’
NewsWhip®® app for trend detection in social media and also analytics on user engagement with
specific content or topics; the Wordsmith®” platform used by Associated Press to write financial
recaps; and Guardian’s chatbot>® that delivers personalised news content on demand based on
real-time text exchange in Facebook Messenger.

Al for entertainment

This article® offers an overview of how top entertainment companies like Disney exploit Al to
increase customer satisfaction and improve their revenue. Relevant Al application areas include:

o Development of interactive virtual characters;

e Chatbots for famous cartoons of movie characters to promote relevant content;

e Improving image quality in older movies;

e Automatic creation of movie trailers tailored to different audience preferences;

e Audience analysis based on sensor data (e.g. from camera) and prediction of audience
reactions to specific content;

e Sentiment analysis (from social media, product reviews, surveys, etc.) to measure
audience engagement with content;

e Social network data analysis to assist marketing across multiple platforms.

In addition to these applications, Netflix is using Al not only for its recommender system but also
to personalise its interface to keep user interest alive. For the latter, two applications are
discussed in another similar article®: selection of appropriate still images for thousands of titles
(considering actor prominence in film, image diversity, and maturity filters for offensive content)
and also personalisation of thumbnail images for viewers, which has shown to benefit the
promotion of less well-known titles.

Al for advertisement and marketing

The article®! presents the most popular and some emerging cases of Al use in the advertisement
and marketing sector. These include:

55 Heliograf: https://www.wsj.com/articles/washington-post-to-cover-every-major-race-on-election-day-with-help-
of-artificial-intelligence-1476871202

56 NewsWhip https://www.newswhip.com/

57 Wordsmith: https://automatedinsights.com/wordsmith/

58 Guardian Chatbot: https://www.theguardian.com/help/insideguardian/2016/nov/07/introducing-the-guardian-
chatbot

59 E. A. Rayo, Artificial Intelligence at Disney, Viacom, and Other Entertainment Giants (2019): https://emerj.com/ai-
sector-overviews/ai-at-disney-viacom-and-other-entertainment-giants/

60 R. Owen, Artificial Intelligence at Netflix — Two Current Use-Cases (2022): https://emerj.com/ai-sector-
overviews/artificial-intelligence-at-netflix/

61 D. Faggella: Artificial Intelligence in Marketing and Advertising — 5 Examples of Real Traction (2019):
https://emerj.com/ai-sector-overviews/artificial-intelligence-in-marketing-and-advertising-5-examples-of-real-

traction/
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Improved product search (more accurate, faster, personalised). Future trends in this
direction include search based on input images.

Improved recommendation engines based on collected data about user behaviour,
content engagement, sales, etc.

Programmatic advertisement, allowing automated buying and selling of ad inventory
and real time campaign optimisations based on audience/user behaviour analysis.
Marketing forecasting, using marketing data like clicks, views, time-on-page, purchases,
etc. to predict the success of a marketing campaign.

Conversational e-commerce, using chatbots that help users to select products and make
purchases.

Content generation, including automated product descriptions or promotion articles.

3.1.9.4 Al Can and Will Revolutionize the Media Industry (Better Software Group, 2019)

This blog article® tries to map areas where Al can benefit the media sector, providing real-life
examples of its impact. The following areas of application are examined:

Al for automation of routine and mundane media workflows, e.g. extraction of audio
and creation of subtitles in video, automated content delivery, A/B testing of different
product parameters to enable better decisions, etc. Examples of such automation
include technologies that allow automated A/B testing for optimising Netflix’s
recommendation engine or automatic production of financial reports and news
summaries by news organisations like Associate Press and Reuters.

Archiving, metadata creation and improved content search based on video and audio
analysis (recognition of faces, voices, objects, places etc.) Such techniques make content
discovery easier and more accurate while also enabling automatic content moderation.
In addition they facilitate content personalisation and thus content engagement.
Content personalisation based on analysis of vast amounts of collected user data. Al can
help find the balance between customisation and giving the user more of what they like
on one hand and smart new content promotion on the other. Large media platforms like
Facebook and Netflix but also Amazon have invested heavily on such technologies and
their success is tightly connected to their personalisation services.

Audience analytics capturing user behaviour and interactions with content and
increasing insight on audience needs that allow media companies to understand their
audience and effectively monetise their content. This feature allows better
product/content recommendations, targeted advertisement at the right moment, and
expansion of the audience base.

3.2 Al research and technology trends

In this subsection, we present a selection of roadmaps, surveys, and articles focusing on the
main Al technology trends, going into 2022. Unlike the previous subsections, where the focus

62 Al Can and Will Revolutionize the Media Industry, Better Software Group (2019): https://www.bsgroup.eu/blog/ai-
will-revolutionize-media-industry/

D2.3 - Al technologies and applications in media: State of Play, Foresight, and 62
Research Directions


https://www.bsgroup.eu/blog/ai-will-revolutionize-media-industry/
https://www.bsgroup.eu/blog/ai-will-revolutionize-media-industry/

i ARTIFICIAL INTELUIGENCE FOR

HE MEDHA AND SOCIETY

Alﬁ.f.medio

was on Al application trends for the media, creative and entertainment industries, here we offer
a more generic overview of Al technologies that have the potential to positively disrupt various
industry sectors. Despite the lack of specific focus in the media industry, this general overview
offers very helpful insights on future Al trends, allowing us to highlight the most promising
technologies and identify opportunities for the take-up of these technologies by the extended
media sector.

3.2.1 A 20-Year Community Roadmap for Artificial Intelligence Research in the US
(CCC, AAAI, 2019)

The report titled “A 20-Year Community Roadmap for Artificial Intelligence Research in the US”%3
offers a roadmap for Al research and development in the US in the next two decades (2020-
2040) and it is the result of coordinated effort by the Computing Community Consortium (CCC)
and the Association for the Advancement of Artificial Intelligence (AAAI).

The roadmap presents through various examples the benefits that Al can bring in six areas: 1)
boost health and quality of life, 2) provide lifelong education and training, 3) reinvent business
innovation and competitiveness, 4) accelerate scientific discovery and technical innovation, 5)
expand evidence-driven social opportunity and policy, and 6) transform national defense and
security. The examples take the form of detailed vignettes that effectively and vividly describe
how Al innovations could impact society and business. The format of this survey was the
inspiration behind the structure of sections 5-10 of this deliverable (especially for the vignettes
describing how media practitioners or users enjoy the envisaged benefits of Al).

Three major Al research priorities are identified based on the aforementioned societal drivers:

e Integrated intelligence, including the combination of modular Al capabilities to create
intelligent systems with broader capabilities; contextualisation of general capabilities to
fit the needs of specific domains/individuals /organisations/roles through incorporation
of existing knowledge and continuous adaptation; creation of open repositories of
machine-understandable world knowledge and development of human cognition
models to help Al systems understand how the world works and act accordingly.

e Meaningful interaction, including enabling productive and fluent collaboration
between humans and machines by endowing Al with capabilities such as reasoning,
human mental state recognition, understanding of social norms, supporting complex
teamwork, etc.; supporting human social online interactions by developing Al systems
for deliberation (e.g. fact-checking), collaborative online content creation (e.g.
collaborative arts or software) and social-tie formation (e.g. sophisticated human-
machine hybrid technologies to enable new forms of human interaction); integration of
diverse interaction channels and combination of different modalities (visual, verbal,
emotional) to improve natural interaction of people with Al systems but also increase
the accuracy and robustness of Al systems while also preserving user privacy; and

63 Y. Gil and B. Selman. A 20-Year Community Roadmap for Artificial Intelligence Research in the US (2019):
https://cra.org/ccc/wp-content/uploads/sites/2/2019/08/Community-Roadmap-for-Al-Research.pdf
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responsible and trustworthy Al that explains its behaviour and actions, that can be
corrected and improved directly by users, and that can act responsibly and ethically,

accept responsibility, and get and uphold people’s trust.

e Self-aware learning, including trustworthy Al learning that ensures Al systems that
know their own limitations and can provide explanations for their actions; learning
expressive representations that go beyond correlation by using causal models and
combining symbolic and numeric representations; durable Al systems based on efficient
incorporation of prior knowledge and use of limited data (one-shot/few-shot learning);
integration of Al and robotics for real-time learning of behaviours and actions.

For each of the aforementioned research priorities, a set of research areas has been identified
while for each area a set of specific research directions is examined, identifying for each
direction a set of milestones in the development of the specific Al functionality/capability/
resource. In Figure 7 below, we attempt to briefly summarise the Al research areas and

directions highlighted by the roadmap.

o

 Science of Integrated
Intelligence
* Intelligent components &
capabilities for adaptive reasoning
* Memory systems and lifewide
lifelong repositories for knowledge
storage & retrieval
¢ Metareasoning & reflection
models for lifelong, independent
Al systems
¢ Contextualised Al
 Customisation of general Al
capabilities to users/context
* Social cognition (user behaviour,
social context and norms)
* Open knowledge repositories
* Heterogeneous knowledge and
causal models

Integrated intelligence

* Diversified use and reasoning at
scale

* Repositories for domain
knowledge capture and
dissemination

* Knowledge integration and
refinement

¢ Understanding human
intelligence

Al isnpired by human intelligence

* Al to understand human
intelligence

* Unifying theories of natural and
artificial intelligence

Meaningful interaction

¢ Integration of diverse

interaction channels

* Mutimodal communication with Al
systems

* Explainable, interpretable, and
data-limited multimodal interfaces

® Plug and play multimodal sensor
fusion

* Privacy preservation for
multimodal data

Collaborative interaction

 Natural interaction

* Alignment with human values and
social norms

* Modelling and communicating
mental state

* Modelling and communicating
emotions

Supporting interactions

between people

 |dentifying factual claims

« Identifying consensus on facts and
goals

» Affecting and facilitating online
conversations

* Supporting complex teamwork

* Collaboration & interaction in
social networks

* Collaborative creation of new
resources

o Trustworthy Al systems

* Transparency and explainability
* User control of Al system
behaviours

* Preventing undesirable
manipulation

L.,

¢ Learning expressive
representations
e Learning better intermediate
representations
* Learning causal models
* Leveraging mechanistic models
o Trustworthy learning
¢ Data provenance
 Explanaible and interpretable Al
¢ Quantification of uncertainty
* Market-based Al
¢ Durable ML systems
 Dealing with data shift
¢ ML and memory (lifelong learning)
e Transfer learning

Self-aware learning

e Learning with limited data
¢ Integration of Al and robotics
e Learning from physical interaction
e Learning from humans
* Infrastructure and middleware for
capable learning robots

Figure 7: A summary of research priorities, areas and challenges/directions for the 20-Year Community
Roadmap for Artificial Intelligence Research in the US.
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The roadmap also touches upon current Al challenges emphasising issues such as Al ethics,
privacy, security and vulnerability of Al systems, Al trust, availability of resources including
datasets, compute, software, and finally human Al talent and skills.

Although, the report provides an overview of these Al trends and challenges with a view to
important societal needs like health, education, defense, social justice, business growth, etc.,
this analysis is very much relevant to the needs of the media and entertainment sector since it
covers many different aspects of media-related Al applications/challenges (e.g. multimodal
interaction with users, personalisation, self-aware learning, integrating intelligence from
different fields, explainability, trustworthiness, ethics, etc.).

The report also includes a summary of major findings. Al is poised to have a profound impact in
all sectors of society helping citizens in dire situations, educating them, and providing
personalised services. To realise this potential, large interdisciplinary research teams are
required supported by adequate resources (massive datasets, common architectures, shared
software/hardware infrastructure) and facilitated by cross-fertilisation between different fields.
Al research should be audacious and significantly more integrative and experimental while
recognising what is necessary regarding the impact of Al in society. Solutions to major Al
problems will come from the collaboration of the research community (that studies
fundamental questions) and the industry (that has vast amounts of data, domain knowledge and
compute). The demand and supply gap in Al talent will grow significantly in next decades, which
necessitates Al education initiatives, collaboration between academia and industry, and action
to increase diversity.

On the other hand, this rapid-deployment of Al systems raises a series of ethical questions and
challenges with regard to security, privacy, ethical ramifications of Al-assisted decision making
and content generation, oversight of and responsibility/accountability for Al decisions, fairness
and transparency, which should be dealt with via a multidisciplinary approach that involves
social sciences, humanities, and computing, preferably in the academic environment. The
delivery of ethical next-gen Al systems that will bring major social and economic, technological
and societal change will require significant strategic investments.

Based on these findings, the report offers recommendations along three main dimensions:

e National Al infrastructure (in the US but similarly in the EU), including the development
of open Al platforms and resources (Al-ready data repositories, Al software and Al
integration frameworks, Al testbeds); sustained community-driven challenges that will
move the research forward in selected fields (like RoboCup®); national Al research
centers conducting multidisciplinary research, developing open resources and
providing Al training; and mission-driven Al labs, acting as living laboratories for Al
development in areas of great societal impact, allowing collection of data and
development of algorithms to tackle real-world problems (e.g. Al-ready homes,
hospitals, science labs).

64 The RoboCup initiative: https://www.robocup.org/objective
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e Core programs for Al research, providing funding for basic Al research; application
driven-research; interdisciplinary research; private-public partnerships; integration of
Al research and education; diversity and inclusion; development of education curricula.

e Training of a diverse Al workforce. This includes development of Al curricula at all
education levels; recruitment programs for advanced Al degrees; engagement of
underrepresented and underprivileged groups to increase diversity; provision of
incentives for interdisciplinary Al studies on subjects like Al ethics and policy or Al and
the future of work; programs for training Al engineers and technicians; and retraining
programs to convert technical personnel to Al engineers/ technicians.

Figure 8 summarises the analysis and suggestions of the roadmap.

A 20-Year Community Roadmap for
o Artificial Intelligence Research in the US

Yolanda Gil (USC) and Bart Selman (Cornell), co-chairs

ARTIFICIAL INTELLIGENCE (Al) LANDSCAPE

+ Data-driven Al methods are highly
effective but have important flaws
« Industry focuses largely on practical, near-term
solutions using massive proprietary resources
ASPIRATIONS ‘o - + Academia asks many of the fundamental
= 3 long-term questions that lay the foundations
« Reduced healthcare cost for Al
« Universal personalized education
« Evidence-driven social opportunity
« Accelerated scientific discovery
+ Unprecedented innovation
for businesses

« National defense and security Al RESEARCH PRIORITIES

Al-driven capabilities Integrated Intelligence
« Behavioral health coaches - Science of integrated intelligence

« High payoff experiments « Contextualized Al
«Opportunistic education - Open knowledge repositories
«Resolve supply chain delays - Understanding human intelligence
« At-home robot caregivers/helpers
« Effective natural disaster response Meaningful Interaction
« Novel business processes 4 - Collaboration
« Address food and water insecurity - g «Trust and responsibility
« Resilient cyber-physical systems A - Diversity of interaction channels
« Improving online interaction
Self-Aware Learning
« Robust and trustworthy learning
- Deeper learning for challenging tasks
+ Integrating symbolic and
numeric representations
CROSS-CUTTING ISSUES - Leaning in integrated
« Security & vulnerability. Allrobotic systems

ethics, resources (data,
hardware, software, storage,
people..)

RECOMMENDATIONS FOR Al RESEARCH
National Al Infrastructure Workforce Training

Interdisciplinary Al National Al Research Centers  Open Al Platforms and Facilities  Mission-Driven Al Laboratories

Broadening Al curriculum  Community-driven challenges  Recruitment and training programs  Engaging underrepresented groups

Figure 8: A 20-Year Community Roadmap for Al Research in the US.%

65 Image source: Y. Gil and B. Selman. A 20-Year Community Roadmap for Artificial Intelligence Research in the US
(2019): https://cra.org/ccc/wp-content/uploads/sites/2/2019/08/Community-Roadmap-for-Al-Research.pdf
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3.2.2 Artificial Intelligence Index Report 2021 (Stanford, 2021)

The Al Index 2021 Report® by the Human-Centered Al Institute of Stanford University aims to
offer a thorough overview of all things Al, from research & development to education, ethical
challenges and national strategies, providing both relevant data and useful insights.

The report highlights selected trends with regard to Al technologies and their potential adoption
and impact on business, society and research. Below, we present those relevant to the media
sector:

e Generative Al: Al systems based on generative technologies like GANs, transformers or
VAEs will increasingly compose new media content (video, images, audio and text) of
high quality, with a potentially tremendous range of applications, both useful (e.g. for
the creative industry to improve film making and game development) and also harmful
(e.g. deepfakes to spread disinformation). Effort is not only focused on new generative
models but also on the detection of Al-generated content.

¢ Industrialisation of computer vision: Computer vision performance is starting to flatten
on some of the largest benchmarks, suggesting harder ones are required. Increasingly
large amounts of computational resources are invested to training relevant models at
faster rates. At the same time, technologies like object-detection in video are maturing
rapidly. All these indicate that Al-enabled computer vision will be further deployed by
the industry in more real-life applications.

e Natural Language Processing: NLP has rapidly progressed over the last years, resulting
in Al systems with significantly improved language capabilities that are being adopted
more and more for different applications (e.g. conversational agents to assist users and
consumers, automatic multi-lingual translation, automatic storytelling, robot
journalism, etc.), starting to have a meaningful economic impact on the world. Progress
in NLP has been so swift that technical advances have been outrunning relevant
benchmarks.

The report also presents progress in various Al subfields like computer vision, language, and
speech, highlighting technologies that have been showing accelerated progress and big
potential, becoming more affordable and applicable to many more different areas:

e Computer vision: image classification, image generation, deepfake detection, pose
estimation, semantic segmentation, embodied vision, activity recognition, object
detection, face detection and recognition.

e Language & speech: language understanding, machine translation, language models
(GPT-3), vision and language reasoning, speech recognition (speech transcription,
speaker recognition).

66 D, Zhang, S. Mishra, E. Brynjolfsson, J. Etchemendy, D. Ganguli, B. Grosz, T. Lyons, J. Manyika, J. C. Niebles, M.
Sellitto, Y. Shoham, J. Clark, and R. Perrault, “The Al Index 2021 Annual Report,” Al Index Steering Committee, Human-
Centered Al |Institute, Stanford University, Stanford, CA (2021): https://aiindex.stanford.edu/wp-
content/uploads/2021/11/2021-Al-Index-Report Master.pdf
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With regard to the most exciting trends, experts highlight the dominance of the Transformer
architecture and the way advancements in NLP are having a profound effect on advancements
in vision.

3.23

Artificial Intelligence: 7 trends to watch for in 2022 (Enterprisers Project, 2022)

This article®” by The Enterprisers Project predicts that 2022 will be the year that Al will mature
from experimental to essential across most industry sectors, shifting the focus to Al-enabled

business transformation aiming to solve significant problems with Al-driven tools. The article

identifies seven major Al trends, discussed below. As can be seen by the examples offered, these

trends are increasingly applicable to the media sector.

3.2.4

Data wrangling: The need for massive amounts of data to train Al models necessitates
the development of new flexible data pipelines that can collect and harmonise
structured and unstructured data from thousands of sources (e.g. user behaviour data,
content engagement data, operational data, etc.), allowing real-time data processing.
Automated process discovery (APD): Based on analysis of business data, Al can be used
to automatically discover and map out an organisation’s business processes, providing
deep insights on the business. APD can thus facilitate robotic process automation (e.g.
robot journalism), allowing some of the most mundane and tedious workplace tasks to
be done automatically.

Intelligent supply chains: Al can make supply chain management more effective.
Relevant applications in the media include for example supply and demand planning of
entertainment content across media platforms.

Customer-facing Al, in the form of virtual agents and chatbots has been on the rise since
the pandemic started and is expected to handle more complex cases of communication.
NLP: NLP applications are expected to become mainstream, including creative writing
and conversational agents.

Al to increase IT productivity: Al will be used to improve management of IT systems,
assisting humans and offering real-time actionable interventions. At the same time,
generative Al could be employed for app development, increasing developers’
productivity.

Al talent: Companies will need to step up their game to train, recruit and retain Al talent.
This necessitates initiatives that promote a culture of inclusion and life-long learning as
well the development of partnerships across industries and organisations.

The 7 Biggest Artificial Intelligence (Al) Trends In 2022 (Forbes, 2021)

67 S.

Overby, Artificial Intelligence (Al): 7 trends to watch for in 2022 (2022):

https://enterprisersproject.com/article/2022/1/artificial-intelligence-ai-7-trends-watch-2022
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This article®® by Forbes presents seven fields where important Al breakthroughs are expected:

e Augmented workforce: Al machines and tools can help the workforce to boost their
own abilities and skills and work more efficiently, becoming a substantial part of
everyday work.

e Better language models: The release of GPT-3%, a language model with 175 billion
parameters, has already changed the way NLP is being integrated in different industry
applications. Its successor GPT-4 is expected to make natural conversation between
humans and machines more plausible.

e Al in cybersecurity: Al can have an increasingly significant role in the fight against
cybercrime in today’s highly interconnected online environment by analysing vast
amounts of network and other data to detect malicious intentions.

e Al for the Metaverse: Although, what the Metaverse will look like is not clear yet, it
can be described as a fully digital world supporting all kinds of immersive experiences
for the users. Obviously, Al has a tremendously important role to play in the Metaverse
in many different ways: from creating the virtual worlds that humans will work or play
in to developing sentient Al beings aiming to help us, entertain us or offer companion.

e Low code & no-code Al: One of the main reasons hindering the wide adoption of Al is
the lack of skilled personnel to develop Al tools. Low code or no code Al aims to offer
an easy-to-use interface that will allow the development of complex Al systems by
plugging in various ready-to-use off-the-shelve Al components that will be then trained
with a specific organisation’s data. This will facilitate Al adoption and democratisation.

e Autonomous vehicles: Al is essential for autonomous vehicles. Significant advances are
expected in this field in 2022 that may see the first self-driving car becoming reality.

e Creative Al: Al will be increasingly used to automate routine creative tasks such as
creating headlines or graphics designing.

As in the previous case, the aforementioned trends are highly relevant for the media and
creative industries allowing for example, automation of tedious tasks in newsrooms; automatic
content translation or search in archives; more secure online communications and exchanges;
realistic human virtual characters; easy creation of Al applications for the media; and new ways
of creativity. Even autonomous vehicles could be used, e.g. to automatically record news or film
footage in dangerous environments.

A relevant article” builds on the trends examined by Forbes and adds two additional areas of
interest to the list: hyperautomation, where robotic process automation technologies will be
used to automate tedious processes or repetitive tasks, improving speed and efficiency and

68 B. Marr, The 7 Biggest Artificial Intelligence (AI) Trends In 2022 (2021):
https://www.forbes.com/sites/bernardmarr/2021/09/24/the-7-biggest-artificial-intelligence-ai-trends-in-
2022/?sh=7a22025c2015

69T, Brown et al, Language Models are Few-Shot Learners (2020): https://arxiv.org/abs/2005.14165

70 K. Vyas, Top 8 Al and ML Trends to Watch in 2022 (2021): https://www.itbusinessedge.com/it-management/top-
ai-ml-trends-to-watch/
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freeing the workforce to do more substantial work; NLP applications are expected to become
mainstream, including creative writing, conversational agents, or even code generation.

3.2.5 Future Today Institute's 2021 Tech Trend Report - Artificial Intelligence (Al)
(Future Today, 2021)

Future Today’s report’ explores future Al trends in different areas, including health, defense,
enterprise etc., offering an in-depth insight and detailed list of emerging Al applications for these
areas. For this deliverable, we examine the individual reports focusing on Al enterprise’?,
consumers’®, and creative trends’®, which appear to be most relevant to the news and
entertainment industry. In the following, we briefly list the major trends for each field.

Enterprise trends include Al trends that focus on specific Al research technologies that could
have wider application in various industry sectors:

e Low-code or no-code machine learning will allow enterprises to build and deploy
customised Al models with minimal Al coding skills through simple to use interfaces and
ready to use ML modules such as recommender systems or image classification tools.

e Web-scale content analysis based on NLP that will facilitate analysis of large
unstructured datasets, allowing efficient tagging and information detection, a feature
that can be useful for investigative journalism (see Panama papers) or hate speech
detection on social networks.

e Empathy and emotion simulation based on the detection of the user’s or consumer’s
emotions through face, speech and text analysis.

e Artificial emotional intelligence aiming to teach machines (e.g. virtual Al assistants) to
convincingly exhibit human emotion.

e Al at the edge will allow processing of data closer to the source (e.g. user’s mobile
phone) thus increasing privacy and speed.

e Al chips dedicated to specific Al tasks with high-computational load (e.g. training NLP or
object detection models) will provide faster and more secure processing thus
accelerating the commercialisation of Al applications.

e Detection of fake media content, including deepfakes, fake posts/reviews, falsified
documents, etc.

e NLP for ESGs, i.e. to identify, tag, and sort documentation from various sources about a
company’s environmental, social, and governance (ESG) reputation.

7L Future Today Institute, 2021 Tech Trend Report -  Artificial Intelligence  (2021):
https://futuretodayinstitute.com/trends/

72 Future Today Institute, 2021 Tech Trend Report - Artificial Intelligence - Enterprise (2021):
https://olc.worldbank.org/system/files/2.%20Enterprise.pdf

73 Future Today Institute, 2021 Tech Trend Report - Artificial Intelligence - Consumer (2021):
https://olc.worldbank.org/system/files/4.%20Consumer%20and%20Research.pdf
74 Future Today Institute, 2021 Tech Trend Report - Artificial Intelligence - Creative (2021):

https://olc.worldbank.org/system/files/5.%20Talent%20and%20Creative.pdf
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e Intelligent OCR, to recognise both text and context in written documents.

e Robotic Process Automation, to automate tedious tasks in the workplace, increasing
productivity and creativity.

e Massive Translation systems that can translate content in multiple languages and
dialects in real-time.

The report also highlights important Al risks and challenges including insurance liability for Al
decisions and actions; manipulation of Al for competitive advantage (e.g. big-tech companies
manipulating their search algorithms to prioritise profitable results); development of
marketplaces to buy and sell Al algorithms; or development of software that is viable over time
and can adapt to changing environments and resources.

Consumer trends includes Al applications such as:

e Ubiquitous virtual assistants that use semantical and natural language processing as
well as collected user data to anticipate what we may need, answer questions and
provide information, or assist in everyday tasks. The news and entertainment industry
can harness digital assistants to both collect data but also deliver information.

e Deepfakes for fun applications, allowing users to manipulate their face in creative ways
and entertain themselves or their friends.

e Personal digital twins that can learn from the user and represent them online, e.g. in
the Metaverse and social media or other more professional settings.

Creative trends include Al trends that can help boost creativity, a feature especially important
in the media sector. Such trends include:

e Assisted creativity, aiming to enhance the creative process. Algorithms like GANs are
used to create new music, images, 3D worlds, allowing artists and the general public to
express their creativity in new ways.

e Generative algorithms for automated content production, including deepfake videos
or music performances for the entertainment industry.

e Generation of virtual environments from short videos based on GANs that can be used
in the film and game industry to reduce production costs.

e Automated versioning to develop different versions of the same media content, to
reach a wider or different audience or produce content at scale.

e Automatic voice cloning and dubbing can have numerous applications in the media and
entertainment sector, e.g. for making actors or newscasters speak fluently in different
languages.

e Automatic ambient noise dubbing will make it easier to generate ambient sounds and
thus automatically generate videos or storylines.

Al research trends: Apart from Al trends for various sectors, the Future Today Institute’s report
provides a very detailed list of research trends, summarising what Al technologies seem to hold
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an increased potential for the future. Below, we present the list of the most important
technologies without going into details:

3.2.6

Machine reading comprehension to read, infer meaning, and answer while sifting
through enormous datasets;

Federated learning for ML at the edge;

NLP models for automatic text and story generation;

Vokenisation to infer context from images. This technique maps language “tokens” such
as words to related images or “vokens”;

Machine image completion to autocomplete and enhance images;

Predictive models such as GANs using a single image to predict, for example, what
happens next in a video;

Real-time ML to collect and interpret data, incorporate context, and learn in real-time;
Automated ML that allows matching raw data with models to obtain useful information
without requiring Al experts and time-consuming processes;

Hybrid human-computer vision combining humans and Al for greater accuracy in
computer vision tasks;

Neuro-Symbolic Al to combine logic and learning thus creating systems that may not
need humans to tag the data and train a model;

Reinforcement learning for developing Al agents that can learn multiple tasks based on
reward/punishment;

Continuous learning to facilitate autonomous and incremental skill building
development of Al agents.

State of Al report 2021 (stateof.ai, 2021)

This annual report’® presents important Al technology breakthroughs that hold special promise
for the future. In the 2021 version, the authors single out the following Al technology trends that
can have an application to the media sector:

Vision Transformers: the transformer architecture has expanded beyond NLP and is
expected to provide state-of-the-art results in computer vision tasks like image
classification, scene segmentation and object detection. This technology can also
significantly benefit research in other major Al application fields like audio (e.g. speech
recognition) or 3D point clouds (e.g. 3D object classification or scene segmentation). The
report predicts that Transformers will “replace recurrent networks to learn world models
with which RL agents [will] surpass human performance in large and rich game
environments”;

Self-supervised learning: self-supervised learning on large datasets is expected to take
over computer vision tasks, following its success in NLP research;

Reinforcement learning: RL techniques are used to develop Al agents for increasingly
complex games. The main challenge lies in their ability to generalise. RL agents trained

75> N. Benaich and I. Hogarth, State of Al Report 2021: https://www.stateof.ai/
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by DeepMind were shown to be able to generalise well in new games without additional
training, exhibiting behaviours such as experimentation and cooperation. This ability
holds great potential for the use of RL in developing Al agents for different applications;

e Generative Spoken Language Modelling: This technique learns speech representations
from raw audio without requiring labels or text. This “textless NLP” will improve speech
generation for rarer languages (thanks to the large number of audio data from local
podcasts or radio shows that can compensate for the limited textual information
available online) but will also enhance expressiveness of generated speech by exploiting
emotion and other nuances recorded in audio;

e Diffusion models: Diffusion models are already beating GANs in tasks such as image
generation, audio synthesis, or music generation, providing a promising technology for
new content generation;

e Prompt-based learning for NLP models: Use of pre-trained NLP models for new tasks is
shifting from a “pre-train, fine-tune” process (where we try to adapt the model to new
tasks via objective engineering) to a “pre-train, prompt and predict” approach’® (where
we try to adapt the task to the model, i.e. to reformulate it to look more like the tasks
solved in the original training, through a textual prompt)”’. Prompting is important to
few-shot or even zero-shot learning; however, prompt selection is quite challenging and
can lead to performance degradation. To this end, prompt learning is proposed.

e Graph Neural Networks: GNNs are already becoming one of the hottest Al topics with
applications in computer vision, text analysis, physical system modelling, medicine, etc.

3.2.7 Ultimate Guide to the State of Al Technology in 2022 (AlMultiple, 2022)

This short guide” provides a brief look on the status of Al technology, focusing on three levels:
Al algorithms, computing technology to run the algorithms, and applications to different
domains. It makes a special reference to the computing power necessary to train Al systems,
referencing a relevant analysis published by OpenAl”®, which shows that since 2012 the required
computing power for training Al algorithms has been increasing in a considerably faster rate
(3.4-month doubling period) than Moore’s law predicts. These increased computational needs
have the potential to limit future Al technology advancements since advances in computing

76 P, Liu, W. Yuan, J. Fu, Z. Jiang, H. Hayashi, G. Neubig, Pre-train, Prompt, and Predict: A Systematic Survey of
Prompting Methods in Natural Language Processing, https://arxiv.org/abs/2107.13586

77 “For example, when recognizing the emotion of a social media post, “I missed the bus today.”, we may continue
with a prompt “| felt so ”, and ask the LM to fill the blank with an emotion-bearing word. Or if we choose the prompt
“English: | missed the bus today. French:”), an LM may be able to fill in the blank with a French translation. In this way,
by selecting the appropriate prompts we can manipulate the model behavior so that the pre-trained LM itself can be
used to predict the desired output, sometimes even without any additional task-specific training” (example taken from
P. Liu, W. Yuan, J. Fu, Z. Jiang, H. Hayashi, G. Neubig, Pre-train, Prompt, and Predict: A Systematic Survey of Prompting
Methods in Natural Language Processing, https://arxiv.org/abs/2107.13586 )

78 C. Dilmegani, Ultimate Guide to the State of Al Technology in 2022 (2022): https://research.aimultiple.com/ai-
technology/

79 D. Amodei and D. Hernandez, Al and Compute (2018): https://openai.com/blog/ai-and-compute/
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power do not seem to be able to follow the exponential growth of Al needs. To increase
computing power aiming to serve the needs of Al technology, two main trends are identified.

The first is the development of Al-enabled chips that will be optimised for running machine-
learning workloads, e.g. training Al models for dedicated complex computer vision or NLP tasks.
Big investments on relevant start-ups highlight the potential of this technology. According to
Allied Market research®, the global Al chip market size is expected to grow from $8.02 billion in
2020 to $194.90 billion in 2030, with a CAGR of 37.41%.

In addition to such Al chips, the article foresees that new computing technologies like quantum
computing can become a game changer that will allow Al to maintain its rapid growth rate. The
International Data Corporation in its first forecast for the global quantum computing market®,
projected that investments in quantum computing will reach $16.4 billion in 2027, with a CAGR
of 11.3% in 2021-2027.

With regard to Al trends, the article points out the potential of technologies such as
Reinforcement Learning, Transfer learning, and Self-Supervised Learning while also drawing
attention to three prominent areas of application, highly relevant to the media sector: computer
vision, natural language processing, and recommendation systems. In a complementary guide®,
additional trends and application domains are identified. These include: Explainable Al to help
companies and users understand how Al models work; fusion of Al and cloud technologies
aiming to allow Al models to collect data from the cloud, self-train, and then apply the newly
acquired insights into the cloud where they can be used by other models; Al for XR experiences
supporting touch, smell and taste; and merging of Al and IoT technologies to allow devices to
learn from their data and make better decisions.

3.3 Summary of Al applications, Al technologies and Al challenges for the
media sector

In the previous subsections, we tried to offer an in-depth overview of the different Al
applications and Al research trends that can have an impact on the media sector, by presenting
the findings and insights from a selected number of roadmaps, surveys, white papers, articles,
etc. This presentation revealed a landscape where the opportunities for the use of Al are
enormous while the variety of tasks across the media supply chain that Al can improve, assist,
automate, expand or create is limitless. Al can have a truly transformative influence on the
media sector, reinventing the business model of media organisations, establishing new ways of
work and increasing the productivity and creativity of the workforce, and finally transforming
and enhancing the user experience across platforms.

80 A, Savekar and S. Sachan, Artificial Intelligence Chip Market Report 2021 (2021):
https://www.alliedmarketresearch.com/artificial-intelligence-chip-market

81 International Data Corporation, Worldwide Quantum Computing Forecast, 2020-2027: An Imminent Disruption for
the Next Decade (2021): https://www.idc.com/getdoc.jsp?containerld=prus48414121

82 C. Dilmegani, Future of Al according to top Al experts: In-Depth Guide (2022):
https://research.aimultiple.com/future-of-ai/
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In the following, we will attempt to summarise the most prominent Al-enabled applications for
the media sector. Figure 9 presents the relevant applications per industry, focusing on news,
film/TV/streaming, music, games, social media, advertising, and publishing. As can been seen,
each sector has its own unique needs (e.g. fact-checking for newsrooms or Al-based casting for
films) but most of the applications featured in Figure 9 aim to satisfy similar needs, e.g. the need
for content personalisation or automated content creation (whether this is music, films, ads,
books or games), better recommender systems, enhanced understanding of users, etc.
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News Film/TV/Streaming
= * Robot journalism/automated reporting ¢ Personalised programming
NEWS * Fact-checking « Content recommendation
* Content verification (deepfake detection) ¢ Content personalisation (e.g. personalised movie trailers,
« Content archiving & search (video, image, text, etc.) user-driven storylines, interfaces etc.)
=7 . Automated transciptions * Automated content generation (script, voice, video, CGI,

* Multi-lingual content translation

* Social media analysis for trend detection

* Al assistants for journalists (for editing/writing/visuals)

* Augmentedj journalism (using drones, wearables, voice,
VR for novel content creation and delivery)

* Recommender systems

* Personalised content creation & delivery

* Chatbots to assist subscribers/audience

* Content moderation (e.g. comments on articles)

* Compliance with copyright standards

* Audience analysis

* Sentiment analysis of user content

* Hyper-targeted advertising

* Forecasting (subscriptions, trends, sales, content
monetisation)

deepfakes, trailers, video highlights, live commentary,
captioning, etc.)

¢ Multi-lingual translation

¢ Content enhancement (e.g. film restoration)

 Al-based casting

¢ VR-enabled user experiences

* Sentiment analysis (from social media, product reviews,
surveys, etc. but also using in-room sensors) to measure
audience engagement with specific content

* Chatbots to assist subscribers/audience

¢ Audience analysis

¢ Churn prediction

¢ Dynamic product placement and advertising

* Programmatic ad buying

¢ Hyper-targeted marketing

e Forecasting (sales, subscriptions, trends, audience
engagement, residual payments, content monetisation)

Music

* Automated content creation (music, singing voices,
sounds, music clips etc.)

* Al creativity assistants for music creators and users

* Al-enabled real-time feedback for artists/creators

¢ Audio indexing and search

¢ Demixing

 Content recommendation

* Content personalisation (e.g. music matching our mood)

* Chatbots to assist subscribers/audience

* Customer base segmentation

* Forecasting (sales, music trends, audience engagement,
residual payments to talent, content monetisation)

Games

* Generative game design

* Procedural content generation (graphics, music, etc.)
 Sentient Al agents / virtual characters

 Player profiling

¢ Personalised games dynamically adapted to players
* Personalised marketing

¢ Multi-lingual translation

¢ VR-enabled user experiences

Social media

* Reccomendation engines

¢ Content personalisation

* Enhancde content search

* Multi-lingual translation

¢ Automatic ad placement

 Chatbots to assist users

e Trend detection

¢ Opinion mining

* Content moderation

* Monetisation of user generated content

 Forecasting (ad sales, user engagement with content,
content monetisation, trends, revenue)

Advertisement

* Emotion-based advertising

* Hyper-targeted advertising

¢ Programmatic ad buying

* Customer base segmentation

¢ Multi-lingual translation of ad content

* Chatbots to assist consumers/users

* Market forecasting (sales, campaign success, content
engagement, etc.)

* Automatic content generation (ad scripts, ad videos, ad
graphics, promotional material, etc.)

Publishing

* Automatic content generation (book summaries, user review
summaries, graphics, imagery for children's books, voice for

audio book etc.)
* Content editing

books)

* Content indexing & search
* Content personalisation (e.g. personalised e-books or audio

* Content recommendation
* Multimodal interactive experiences (e.g. for e-books)
* Multi-lingual translation of content
* Al assistants to support publishers, editors, graphic designers

* Improved accessibility for impaired users

* Audience segmentation

« Detection of trends in content consumption/production

« |dentification of users /prosumers (authors, fans, influencers,
trend-setters etc.) and monitoring of community dynamics

* Co-creation and distributed mentoing in fanfic communities

* Copyright management

* Forecasting (sales, trends, content appeal, etc.)

Figure 9: A summary of Al applications for the media and entertainment industry.
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Al applications for the media sector

The list below summarises applications of Al that are already having or can have a significant
impact in most media industry sectors, addressing common needs and shared aspirations about
efficient workplace automation, enhanced content, enhanced user experiences, better
understanding of user needs, better marketing®:

Smart recommender systems that will analyse vast amounts of user and content
data (also combining them with trend analysis or info about current state of affairs
in the neighborhood and the world) to recommend content that matches user
preferences or current mood or even needs that they did not know they had.

Content personalisation that will allow media companies to offer content not to
audiences of billions but to billions of individual users with their own unique
preferences, experiences, needs and moods. The trend is clearly more and more
personalisation, going beyond simple user preferences derived from past actions
and behaviours and adopting more elaborated approaches that also take in mind what happens
in the moment to the user herself and in her environment. Personalisation involves content
presentation (e.g. writing style of news digests), interaction with content (e.g. user-driven film
storylines), and personalisation of content itself (e.g. music that matches our mood, game
visuals that match our aesthetics, personalised movie trailers that will excite us.

5 Automated content creation (text, image, video, audio, VR), aiming to improve
M productivity and enhance creativity of media professionals but also to offer new
ways of creative expression to the users. The potential applications of this
I technology are unlimited: robot journalism from automatic headlines to article
writing, procedural content creation for games, creation of new music, deepfakes for the film
industry, automated TV commentary for sports events, graphics for ads, book/film/podcast
summaries but also creation of new art (image, video, music) by talent and simple users.

0 /=%] Enhanced content search for media professionals and users to allow efficient real-
@ time retrieval of relevant content and thus improve exploitation and monetisation
mm Prospects. This will require automatic metadata tagging and extraction based on
advanced video, audio and text analysis of content (detection and recognition of
faces, voices, objects, places, dates etc.) that will make content discovery easy and accurate
while also enabling other functionalities like automatic content moderation or content
recommendations. Search will not be limited to text queries but will support voiced questions,
audio, images, sketches etc. Again, the applications are numerous: users find the online content
they search for with less effort, journalists can search large audiovisual archives to find historical
information or social media and other outlets’ websites, music composers can find audio
excerpts to inspire them, book publishers can search the vast volume of titles produced every
year, etc. Efficient content indexing and search means that the content can be more easily
monetised.

83 The icons used in this and the next page are from flaticon.com and vecteezy.com

D2.3 - Al technologies and applications in media: State of Play, Foresight, and 77
Research Directions



i ARTIFICIAL INTELUIGENCE FOR

HE MEDHA AND SOCIETY

Al4media

Audience analysis aiming to capture user behaviour and interactions with content
and increase insights on audience needs. By understanding their audience and
what makes them happy, media companies can more effectively monetise their
content through personalisation of services/content as well as high-accuracy ad
targeting. Audience analysis is based on large amounts of data, including user behaviour but also
user generated content like posts, reviews or likes. A new promising direction in audience
analysis is the use of sensors that can accurately and in real-time record the emotional reactions
of users to content, allowing in-depth analysis of user interest and engagement (e.g., Which
parts of the film were the most entertaining or emotionally moving? What storyline plots
created bigger engagement?).

Social media analysis to detect trends about what is interesting right now or what
A people think about a specific issue. Trend detection allows media companies and
(1) professionals to react in real-time to what is happening to the world or their users
and adapt their content and services accordingly.

| Al assistants that can help media professionals do their job more efficiently but also
assist the audience when using media services or trying to access content. In the first
(_G case, Al assistants support professionals in everyday tasks (e.g. an Al assistant that
helps journalists by suggesting story topics based on trend analysis of social media,
by searching the archives to find statements of a politician on a specific subject, by suggesting
visuals to accompany stories, by validating content veracity, by answering questions etc.) or
even replace them in doing tedious and boring tasks that limit creativity (e.g. an assistant that
produces daily financial news summaries allowing the journalist to focus their efforts into
meaningful commentary on current financial situation). In the second case, Al assistants in the
form of chatbots or talking digital characters are increasingly used to help the users to find the
content they want, to answer user questions, or help users play a game. Advances in NLP
promise to make this kind of communication much more natural and effective.

-", Multi-lingual translation to help the media distribute and promote their content and

services more efficiently, reaching audiences around the globe. This will allow
t, content to be offered in the user’s native language, users to communicate with each
other without language barriers and professionals to search, analyze and use content from
different languages. This development will also be a decisive step towards democratising access
to content and media services as well as participation in the digital online world.

@ =1 Forecasting to facilitate accurate predictions with regard to a variety of subjects
~ such as content engagement, emerging trends, user behaviour, sales, subscriptions,
I content monetisation, churn, ad revenue, etc. Predictive analytics are essential for
everyday tasks (e.g. organisation of marketing campaign and TV programming) but also for
designing long-term strategies.

r \ Hyper-targeted advertisement and programmatic ad buying. Advertisement is
[ADS | essential for the survival of the media industry both for promoting their own content
\ J and services aiming to create revenue from their content but also as the promoters
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of third-party goods, which results in revenue from brands that wish to advertise their products
through the media company’s channels. By analyzing vast amounts of user, content, operational
and other (e.g. societal, financial, environmental) data, media companies but also those who
advertise in them can target users in real-time with highly effective personalised ads that will
make them loyal subscribers or customers. In addition, real-time analysis of audience dynamics
and of available ad space across multiple channels can enable automated buying and selling of
ad inventory and real-time marketing campaign optimisations.

Compliance with copyright standards. Copyright in media and creative industries is a

huge issue that can cause a lot of headaches to media professionals and have serious

legal implications. Al can transform this area by automatically analysing relevant legal
documents or online copyright information thus saving thousands of hours for the legal
department but also allowing media professionals to quickly identify IPR issues of online
content.

Al technology trends for the media sector

To transform the media industry through the aforementioned applications well-known Al and
ML technologies such NLP, RL, GANs etc. are already employed to harness the data and deliver
the envisaged functionalities. In the following, we summarise a list of Al technologies that hold
the greatest potential to realise the media’s vision for Al. The list is obviously not exhaustive
(and may be biased towards Al4Media’s research activities and use cases) but reflects efficiently
the most important current and future trends identified by Al experts and industry stakeholders
in the surveys, reports and articles presented in the previous subsections®:.

Reinforcement learning: RL techniques are currently used to train Al agents that can
play increasingly complex games, beating human champions. Their ability to learn
goal-oriented behaviours through reward and punishment strategies will be

increasingly used to develop Al agents for different applications, including Al agents that assist
and learn from humans and their environment (for office automation tasks but also as
companions in the digital world), smart recommenders that learn from user interaction with
content and recommend content that will maximise user engagement and satisfaction or
chatbots that self-improve.

e Aot Netadk Generative Al: Generative Al is used to automatically create new
e content by utilising existing content. Technologies like GANs,

|$] S |$] transformers, VAEs or diffusion models will be increasingly used by the
— media industry to create new high quality text, image, video and audio.

The range of potential applications is without limits: deepfakes for the film industry, music
composition, game assets, script creation, film preservation etc.

Transformers: After revolutionising natural language processing thanks to their
# computational efficiency, transformers are set to also dominate the computer vision

84 The icons used in this and the next page are from flaticon.com and vecteezy.com
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field by allowing training at large-scale with vast image databases to enhance the performance
of image classification algorithms. This trend will accelerate progress in visual search algorithms
that are increasingly important for efficient content indexing, search and recommendation.

the development of models trained with massive amounts of data. However, it is not
always plausible to have such amounts of data. Few shot learning techniques rely on
limited available examples to learn models, which could come handy e.g. in the case of building
NLP models for rare languages where limited data is available or voice cloning from few audio
samples.

o g gu Few shot or no shots learning: Big breakthroughs in Al have been enabled mainly by
B
0%,

Emotion Al: Emotion Al includes technologies that learn and recognise human
emotions. This knowledge can be used to help machines recognise a human’s

emotional state and adapt their behaviour to human emotion in addition to human
action but also to teach machines to exhibit human emotion. The aim is to make human-machine
communication natural, imitating the way humans would communicate with each other, but
also to use knowledge about human emotion to offer better personalised services. The
applications are numerous: chatbots, sentient virtual characters, targeted advertisement,
understanding the audience, content recommendation or delivery based on user mood, etc.

NLP and multi-lingual NLP: NLP has witnessed a true revolution during the last few
years with large language models like GPT-3. NLP is expected to become increasingly
mainstream in the media business through applications such as conversational
agents and virtual characters, creative writing, robot journalism, interactive
storytelling, voice search for image/video/audio, sentiment analysis in social media, voice
dubbing, or multi-lingual translation. Multi-lingual translation in particular will be a real
breakthrough, breaking language barriers and allowing, on one hand, content creators to reach
new audiences worldwide but also to exploit creatively the wealth of content available online
(which is currently out of reach because it is in other languages) and, on the other hand, helping

audiences and users to communicate freely and benefit equally (and more democratically) by
the content created all over the world.

Causal Al: The 20-Year Community Roadmap for Al Research makes several mentions

/ \ to this technology which helps to move the needle beyond correlations to the

identification of causal relationships. Causality is still an unfulfilled aspiration of Al

which however receives increasing interest. Causal Al can have a significant impact on the

media, since it will allow understanding the why and examining the what if: why users like some

content more than other, why the recommendation algorithm provided this content, what

would happen if a different film casting decision would be made, etc. The applications are many:

explainability of Al decisions, better content personalisation, prediction of trends, prediction of

content engagement, better content recommendations, more natural interaction with virtual
characters (that understand why we act in a specific way and respond accordingly) etc.
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Al at the edge: This is a highly emerging area of research in Al that aims to facilitate

I processing of data closer to the end-user device (e.g. in the user’s mobile phone). This

will significantly enhance data privacy and processing speed. Interesting applications

include learning models (e.g. for content personalisation or development of Al agents) that learn

continuously from the user by collecting sensor data from the home environment as well as real-
time user feedback without allowing the collected data to leave the user’s device.

a Quantum computing: This emerging technology still has a long way to go. Its potential
however would be game-changing for the media industry. These unforeseen
capabilities of processing power will facilitate and accelerate machine learning using
huge volumes of data, allowing for example social media analysis at scale, development of large
multilingual language models and video game characters that behave hyper-realistically.

n

networks of animals. Despite revolutionising Al and bringing major advances in

machine cognition, DNNs are still a long way from enabling human-like intelligence
especially with regard to humans’ ability to easily generalise and learn new tasks with minimum
training from infancy. An emerging trend in Al focuses on trying to understand the human
cognitive system and to imitate human brain capabilities. Bio-inspired learning is expected to
transform the way we interact with machines, allowing the development of Al agents with
human-like intelligence and capabilities. Besides obvious applications in gaming and the
Metaverse, such human like capabilities will have a profound impact in many different
applications from search of content to Al-enabled creativity.

ﬁ/ﬁ} Al that learns like humans: Deep neural networks are inspired by biological neural

Other interesting trends include the fusion of Al and cloud that will allow collection of data from
the cloud, self-training of models with this data, and availability of learnt knowledge in the cloud
for others to exploit. Also, convergence of Al with blockchain technology has the potential to
improve training data annotation and model training.

Challenges of Al adoption in the media sector

The previous analysis revealed the vast potential of Al to bring positive change to the media
industry sectors. However, the works examined in the previous subsections highlighted that with
high potential also come significant challenges and risks. We briefly summarise the main
challenges identified below?:

Al explainability: Currently, Al systems are mostly black boxes without being able to
explain why they recommended a product or predicted the success of a film or made
a moderation decision. In order to fully adopt and trust such Al systems, media
professionals but also users need to understand how such systems work. Explainable Al aims to
do just that, increasing transparency and increasing trust and adoption of Al-enabled
applications.

85 The icons used in this and the next page are from flaticon.com and vecteezy.com
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Al robustness: performance of Al algorithms may be hindered by many reasons,

/ & including malicious adversarial attacks but also poor performance when dealing with
data different from those they were trained with. To ensure robustness, tools that

help fortify Al models against attacks, predict new types of attacks, and ensure that the models

perform as well in the real-world as they do in a sandbox are increasingly necessary.

Al bias and Al fairness: Al systems often exhibit bias against specific groups of people,
° é > including racial bias, gender bias, etc. due, for example, to prejudiced hypotheses
made when designing the models or due to problems of diversity and representation
in training data. Al bias can lead to bad business decisions or discriminate against groups of
users. A prominent example for the media sector is bias that may be embedded in large language
models. Such models are trained with swaths of Internet data, which are by definition produced
in the biggest or richest countries, in languages with higher linguistic footprint, and by
communities with large representation, or mainly by men®, thus resulting in models that fail to
capture changing social norms or the culture of minorities and underrepresented groups and
which will eventually discriminate against such groups or produce language that is not attuned
to changing social norms®”28, The gigantic volume of data also makes it hard to audit such models
for embedded bias. To address this problem, new techniques and new frameworks have been
proposed aiming to enhance Al-fairness and minimise bias.

C Privacy concerns: Al applications like recommender systems or content

A personalisation are based on the collection of vast amounts of data about user’s

preferences, behaviours, actions, as well as user generated content. Obviously, this

creates a lot of concerns about privacy and how this data may be used. To address such

concerns, the EU has proposed regulations like the GDPR while companies are starting to explore
solutions that will enhance the privacy of the users and their data.

. «1 @ Data for Al training: Many of the examined reports highlighted the need for large
volumes of real and high-quality data for training Al models for the media industry.

- Al skills: One of the reasons hindering the adoption of Al in the media industry is
L*‘ the lack of relevant skills by media professionals and challenges in recruiting Al

S
experts. To overcome this obstacle Al training and education are necessary for

media professionals as well as raising awareness about Al and its potential across an

86 Such models usually get trained with data scrapped by sources like Wikipedia or Reddit where women are
significantly under-represented. According to this Guardian article, women are less than 20% of the contributors of
Wikipedia; according to Statista, women represent only 37% of Reddit users worldwide.

87 K. Hao, MIT Technology Review, “We read the paper that forced Timnit Gebru out of Google. Here’s what it says”
(2020): https://www.technologyreview.com/2020/12/04/1013294/google-ai-ethics-research-paper-forced-out-
timnit-gebru/

88 £, Bender, T. Gebru, A. McMillan-Major, and S. Shmitchell, On the Dangers of Stochastic Parrots: Can Language
Models Be Too Big? In. Conf. on Fairness, Accountability, and Transparency (FAccT '21), March 2021.
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organisation. Collaboration of the media industry with academia/research but also with other
media organisations or industries on Al topics of common interest would also be beneficial.

x/x"_'g Al strategy: Another issue concerning the experts is that still many media companies
© x X | do not have a clear Al strategy that will allow them to efficiently adopt Al in the

-
= workplace, recruit or train staff, make investments in specific technologies, pursuit
useful collaborations and fully exploit Al’s potential for the media.
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4 Online survey on Al for the Media Industry

One of the tools used to deliver this roadmap on Al for the media industry was a public survey
addressed to both Al researchers working on multimedia Al but also to people working in the
media industry or whose work is closely related to this industry (e.g. researchers studying the
media, media regulators, people working in relevant NGOs, etc.) The survey aimed to collect
their opinions on the benefits, risks, technological trends and challenges of Al use in the media
industry as well as their experience on Al strategies and Al skills in media organisations, their
insights on the most promising ways to facilitate Al adoption and knowledge transfer and, finally,
their perceptions about ethical use of Al.

The survey was launched online and was disseminated through various channels that targeted
the two aforementioned target groups, resulting in the collection of 150 responses from Al
researchers and media professionals from 26 countries in Europe and beyond.

In addition to this survey that focused on Al for the media industry, another small-scale survey
was launched to explore media Al and its impact on society and democracy, thus attempting to
explore the second part of the project title, i.e. Al in the service of society and democracy. This
short survey was internal, addressed only to Al4Media partners, and aimed to collect their
opinions on the benefits and risks of media Al for the society and democracy as well as to record
their views with regard to potential policies for the ethical use of media Al, aiming to safeguard
fundamental human rights. 31 responses to this survey have been received from media
professionals and Al researchers that are part of the project consortium.

In the following subsections, we present the results of the analysis of the two surveys, offering
commentary and insights. The survey questionnaires are presented in the Appendix (section 15).

4.1 Al4Media online survey on Al for the Media Sector

An anonymous online survey was launched in December 2021 by the Al4Media project, aiming
to collect the opinions of the Al research community and representatives of the broader media
industry with regard to the most important trends, benefits, challenges, risks, facilitators, and
ethics for the use of Al in the media sector. The survey included two slightly different versions
of the same structured questionnaire, addressed to the Al research community and the media
professionals’ community, respectively (see Appendix, sections 15.1 and 15.2, respectively). The
majority of the questions were the same but there were some additional questions addressed
specifically either to the first or second community. The survey could be accessed through the
Al4Media website® (see Figure 10) and was widely disseminated through different channels,
including email, posts in relevant industrial/research/ EU forums, social media posts/campaign
(see Figure 11 and Figure 12). In total, 150 people completed the survey, 98 from the Al research
community and 52 from the media industry or organisations related to the media. In the
following, we briefly describe the target groups and content of each questionnaire.

8  Al4Media 1st Online Survey on Al Technologies and Applications for the Media Sector (2021):
https://www.ai4media.eu/1st-survey-on-ai-for-media-2021/
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Questionnaire for the Al research community (AlResearchQuest): This questionnaire was
targeted at Al researchers and developers working in academia, research or ICT industry. The
survey included the following sections: (1) Professional background of survey respondents; (2)
Future Al technology trends for the media sector; (3) Al benefits for the media sector; (4) Al risks
for the media sector; (5) Al challenges for the media sector; (6) Adoption of Al solutions by media
sector; (7) Al ethics & Al regulation. In total, 98 members of the Al research community
completed this questionnaire. More information on their professional background can be found
in the next section. Some screenshots of this questionnaire can be seen in Figure 13. The full
version is available in the Appendix, in section 15.1.

Questionnaire for the media industry (MediaProfQuest): This questionnaire was targeted at
media industry representatives (news industry, film/TV/radio industry, gaming industry, music
industry, content providers, advertisers etc.) as well as at people whose work is about the media
sector more broadly (e.g. fact checkers that work in NGOs, representatives of independent
authorities that supervise and regulate media, social scientists that study the media, etc.). The
survey included the following sections: (1) Professional background of respondents; (2) Al
benefits for the media sector; (3) Al risks for the media sector; (4) Al challenges for the media
sector; (5) Al strategies & skills in media sector; (6) Adoption of Al solutions by media sector; (7)
Al ethics & regulation. In total, 52 people completed this questionnaire. More information on
their professional background can be found in the next section. Some screenshots of this
questionnaire can be seen in Figure 14. The full version is available in the Appendix, in section
15.2.

Al4Media onl

AldMedia online survey on Al A
rth for the Media Sector

he Media Sector

Figure 13: Questionnaire addressed to the Al research community (full version available in the
Appendix, section 15.1).
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AldMedia online survey on Al AldMedia online st
o 2 for the Media

Figure 14: Questionnaire addressed to media industry professionals (full version available in the
Appendix, section 15.2).

In both versions of the survey, each questionnaire section usually included 1-2 multiple choice
questions + complementary open-ended questions (allowing respondents to elaborate, in case
the previous choices were not enough). Some survey questions and answers have been inspired
by Deloitte's survey on "State of Al in the Enterprise", 2nd edition®®.

In the following subsections, we analyse the received responses. Each subsection corresponds
to a different survey section.

4.1.1 Professional background of survey respondents

With regard to the questionnaire addressed to the Al research community, 81% of the
responders work in academia or research and 5% in the ICT industry. 56% are researchers, 10%
software developers, and 15% Innovation or R&D managers. Their main research interests
include general topics like machine learning (72%), deep learning (65%) and data science (45%),
as was expected. With regard to more specific fields, the most popular ones are image/video
analysis (55%), text analysis (23%), audio or speech analysis & synthesis (19% and 17%),
trustworthy Al (23%) and Al ethics (17%). This information is visualised in Figure 15.

90 Deloitte's survey on "State of Al in the Enterprise", 2nd edition (2020):
https://www?2.deloitte.com/content/dam/insights/us/articles/4780 State-of-Al-in-the-enterprise/DI State-of-Al-in-
the-enterprise-2nd-ed.pdf
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What type of organisation do you work for? (Al community)
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What kind of position do you hold in your organisation? (Al community)

50%
40%
30%
20%
_

WAl researcher Al software developer Data scientist

mAl ethics/legal expert m Innovation or R&D manager m Other

What are your current research interests and expertise? (Al community)

80%
60%
40%
20% l
0% m il - . . ™ 1 |
® Machine learning m Deep learning
Data science W Multi-agent systems
W Forecasting & predictive modeling Decision support systems
mImage/video analysis m Computer-generated imagery (CGI)
W Audio analysis & synthesis W Speech analysis & synthesis
W Text analysis m Social network analysis
W User experience / audience analysis W User profiling / recommender systems
Al privacy and security m symbolic Al
Trustworthy (robust, explainable, fair) Al Al ethics & legal issues
W Other

Figure 15: Information about the professional background of respondents to the AlIResearchQuest
questionnaire.

With regard to the questionnaire addressed to media professionals, 54% of respondents work
in Public Service Media (PSM) (25%) or the media & entertainment industry (29%). The rest work
for independent authorities, NGOs, academia/research (with their work related to media
research), etc. 25% work in a big media network (network that includes several media - TV, radio,
news and online media), 19% work in an online news platform while the rest work in various
other media organisations (newspaper, TV, Radio, game industry, music, content providers, fact-
checking organisation, etc.) or organisations related to media (e.g. PSB associations, regulatory
bodies, programmes for data driven media innovation etc.). With regard to their professional
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background, 21% are journalists, 30% are R&D managers or project managers in a media
organisation while the rest are media content creators or providers, game developers,
advertisers, fact-checkers, media regulators, media archivers, etc. (see Figure 16).
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What type of organisation do you work for? (Media professionals)
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m Independent authority m Public sector

W Other

What kind of media or media-related organisation you work for?
(Media professionals)

m Media network WTV station ® Radio station

® Online news platform M News/press agency B Newspaper

W Fact-checking organisation ~ mMedia regulatory authority ~ m Music industry

W Gaming industry W Advertisement/marketing W Content providers

W Other

What is your main professional background? (Media professionals)

W Journalist B Fact checker or verification specialist
W Media regulator W Content creator
B Content provider ® Advertising/marketing expert
W CEQ/business leader W Innovation or R&D manager
W Media technology/Project manager B Al researcher
W Al developer W Social scientist
m Media archiver m Game developer
Translator W Creative Al Educator
m Other

Figure 16: Information about the professional background of respondents to the MediaProfQuest

questionnaire.

The 150 respondents worked in 26 different countries in Europe but also in the US and India as
can be seen in Figure 17.
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Which country do you work in? (Both groups)
United Kingdom; 8

Turkey; 1 United States; 4 Albania; 1
Belgium ; 3

Switzerland; &

Sweden: 2 Bulgaria; 4

. Czech Republic; 1
Slovakia; 2 Spain; 3
Denmark; 4

Romania; 2 )
Finland ; 2

Portugal; 5

Norway: 1 Poland; 1

Netherlands; 6

Malta; 2 B

Ireland; 1

India; 1

Figure 17: The 26 countries that respondnets of the survey work in.
4.1.2 Future Al technology trends for the Media Industry

The next section of the survey explored the potential of selected Al technology trends to
significantly help or transform (parts of) the media sector in the next decade. The technologies
examined included a selection of the emerging technologies identified in section 3.3 of this
report such as reinforcement learning, transformers for computer vision, emotion Al, causal Al,
explainable Al, quantum computing, etc. The respondents were asked to assess the potential of
each technology on a Likert scale (1: limited potential, 5: significant potential). This question was
only addressed to the research community. The results are visualised in Figure 18. We can see
that the technologies with the biggest potential according to respondents are automatic content
analysis & content creation, multi-lingual NLP, learning with limited data, explainable Al and
trusted and fair Al. These answers come as no surprise since these technologies aspire to provide
solutions to some of the most pressing problems of the media industry: the ever-growing need
for new content, the need to automatically analyse content to extract knowledge, the language
barrier, the lack of data to train algorithms for new tasks or new domains, and the need for Al
that can trusted to be fair and is able to explain its decisions. The technologies that are believed
to have less potential are quantum computing and bioinspired learning, which are at the same
time the two technologies for which we got a high number of “I don’t know” answers. Both
technologies are still in a very experimental stage and quite far from becoming widely used in
the media or other fields, which explains why respondents may not see their potential to change
things significantly in the next decade.
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What is the potential of the following Al technology trends to significantly help
or transform (parts of) the media sectorin the next decade?
(Al community)

o
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Learning with limited data

Reinforcement learning

Evolutionary learning
Transformers for computer...

Bioinspired learning

Causal Al

Emation Al

Multi-language NLP

Automatic content analysis

Automatic content creation

Explainable Al

Trusted & fair Al

Al at the edge

Quantum computing

H1 H2 w3 m4 E5 mDon't know

Figure 18: Potential of emerging Al technology trends for the media sector (Likert scale: 1= limited
potential, 5 = significant potential).

This section also included an open question, focusing on which other emerging technologies
have high potential for transforming the media sector. Answers included:

e Transfer learning;

e Federated learning & privacy preserving technologies;

e Generative Al;

e Better knowledge leveraging (particularly hierarchical and contextual) in training data;
e Al exploiting multi-modality (combining text, image, sound, sentiment, context);

e Thinking Models instead of Language Models;

e MLOps to deploy and maintain ML models in production reliably and efficiently;

e Green Al, scalable and energy-efficient technology.

4.1.3 Benefits of Al technology for the Media Industry

This section of the survey aims to explore the potential of Al to positively affect and benefit the
media sector. Respondents were asked to assess each potential benefit for the media sector on
a Likert scale (1: not important, 5: very important). The list of potential benefits that Al can bring
to the media sector was devised based on the state-of the-art analysis of section 3 of this report
— some answers were also inspired by Deloitte’s survey as mentioned above. The focus was on
popular applications and general business benefits that are applicable to all the different sectors
of the media industry. Thus, we examine how important are from a business perspective
personalisation of content & services, creation of new services or content, automation of routine
tasks, enhanced decision making, big data analysis to identify business opportunities, improved
monetisation of content and data etc.
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This question was asked to both the Al and media communities. The results are visualised in
Figure 19.

What are the main benefits that Al can bring to the media sector in the next
decade? (Al community)
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What are the main benefits that Al can bring to the media sector in the next
decade? (Media professionals)
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Figure 19: Assessment of the potential Al benefits for the media sector by a) members of the Al
research community (top) and b) members of the media industry (bottom) (Likert scale: 1 = not
important, 5 = very important).

We can see that survey participants consider automation & optimisation of routine tasks,
personalisation of content and services, increased productivity & operational efficiency, and
enhancement of current services as the most important benefits of Al. On the other side, both
types of respondents seem to believe much less in the potential of Al to increase creativity or
facilitate expansion to new markets / target new audiences. The finding about creativity is not
that surprising since in other surveys too Al is considered as an assistant - someone to do the
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hard work - that will increase creativity only indirectly by freeing the workforce from tedious
and boring tasks. People seem to be still suspicious of this aspect of Al since creativity (also
related to feeling, inspiration, innovative ideas, etc.) is mainly a characteristic attributed to
humans. It is interesting to observe that media professionals are twice as sceptic about this issue
compared to Al researchers. Most “I don’t know” answers have been received with regard to
Al’'s potential for monetising media assets, identifying business opportunities, and facilitating
expansion to new markets. Obviously, these are complex issues that involve a lot of different
factors (financial, social, business) and many media professionals may not be sure how exactly
Al can fit in this equation (note however, that for all of these potential benefits, positive
responds are much higher). As a general observation the results show that Al researchers are
more eager to believe in Al’s transformative role than the media sector is, although both groups
undoubtedly acknowledge that it will significantly help the media sector.

This section also included an open question, focusing on what other benefits Al can bring to the
media sector besides those included in the survey. The potential of Al to remove language
barriers, automation of tedious tasks and content creation were the topics discussed more by
the respondents. Some other interesting answers include:

e Leveraging existing content to repurpose it (learning from videos, for instance) will
enable a lot of new products.

e Multilingual and transnational cooperation in content development and journalistic
work.

e Democratisation and quality content generation by everyone and everywhere.

e Reducing marketing costs and providing the best possible ROI.

e Solid ground decisions on what content to create and when to release it (content and
timing).

e Increase accessibility for disabled people, information accessibility and organisation for
users, researchers’ research.

e Information fact-checking and content verification, regardless of language.

e Enhanced VR applications for all media.

Finally, media professionals were asked whether they believe that the use of Al has a clear value
or benefit for their media organisation. 71% answered ‘Yes’, 6% ‘No’, 6% ‘I don’t know’, while
17% said that it was not clear to them. Although, there is definitely a positive expectation for Al,
23% of respondents are still not sure about how Al can or whether Al will benefit their
organisation. This necessitates increased awareness campaigns about what Al is and what it can
do and possibly more clear strategies for the adoption and operationalisation of Al across a
media organisation.

4.1.4 Risks of Al technology for the Media Industry

This section of the survey aims to explore the potential risks of Al technologies for the media
sector. Respondents were asked to assess each potential risk on a Likert scale (1: not worried,
5: very worried) both as professionals in their field but also as citizens. The list of potential risks
that Al can bring to the media sector was devised based on the state-of the-art analysis of
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section 3 and section 11.1 of this report. We examine risks of Al automation, unethical use, lack
of explainability, increased reliance on Al decisions, bias, vulnerability to attacks, user profiling
etc. This question was asked to both the Al and media communities. The results are visualised
in Figure 20.

What are you most worried about when it comes to the adoption of Al by the media
sector? Both as a citizen as well as an Al researcher. (Al community)
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What are you most worried about when it comes to the adoption of Al by the media
sector? Both as a citizen as well as a media professional. (Media professionals)
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Figure 20: Assessment of potential Al risks for the media sector by a) members of the Al research
community (top) and b) members of the media industry (bottom) (Likert scale: 1 = not worried, 5 =
very worried).

We can see that survey participants worry less about the risks of automation with regard to the
loss of human jobs or limitation of human creativity. But they seem to worry a lot about
everything else, most importantly about the unethical use of Al and its impact on society, Al
bias, Al's lack of explainability, and potential exploitation of Al to hinder fundamental human
rights. It is interesting to note that media professional consider the former (unexplainable Al) a
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bigger risk than unethical use of Al. Media professionals also worry more about Al amplifying
echo chambers, being used to silence voices in the media as well as about increased reliance on
Al decisions - while researchers worry that governments will not be able to effectively regulate
Al, which will of course affect Al research as well. We also spot three areas where there is a non-
negligible difference between the opinions of media professionals and Al researchers. Media
professionals worry much more about reliance on Al decisions and non-explainable Al and much
less for Al models & software being susceptible to attacks than Al researchers do. This is not
hard to explain. Al researchers develop Al so they know more about how it works or how it can
be attacked. Media professionals don’t and that is why they worry about the increasing reliance
on Al.

In addition to the previous question, media professionals where asked about the potential Al
risks of top concern to media companies. The answer options were mostly inspired by the
Deloitte survey. Note that here the focus is on the business side (what are the risks for the
company) while the previous question also included a societal dimension, asking respondents
to provide their opinion also as thinking citizens. The responds to this question are summarised
in Figure 21. Risks of top concern include high expectations & low return, failure of Al in a critical
mission, and ethical risks. Especially the first, about the hype of Al and what it can actually
deliver, seems to be the most important issue: making big investments on Al having high
expectations but then not receiving a lot of benefit in return. Failure in a critical mission is also
important since one of the main motives for Al adoption is the potential for automation of
various tasks — this can be both a blessing and a curse. For the news industry, risks related to
editorial/creative practices and journalistic values are also high in the list of concerns. Media
professionals seem to worry less about making the wrong strategic decisions based on Al, non-
compliance with regulations or IPR issues related to new Al-generated content. Since adoption
of Alin the industry is still in early stages, such issues may not worry people yet, especially since
they still are not clear about the extent or repercussions of these risks (please note that for some
of these risks we have received the most “I don’t know” answers).

What are the potential Al risks of top concern to media companies?
(Media professionals)
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Figure 21: Assessment of top Al risks for media companies (Likert scale: 1 = no concern, 5 = great
concern).
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Finally, this section also included an open question, asking respondents to identify other risks
not mentioned in the previous questions, elaborating on issues related to their own research
area or media organisation. Creativity, diversity, bias, employment, access, and IP are among
the issues mostly discussed by respondents. Some interesting answers include:

e Devaluing of human creativity due to mass production enabled by Al and reducing
cultural diversity.

e More societal gaps (technology, digital competences, access to content and
information, etc.) introduced.

e People with no Al skills or unable to adapt may see their salary decreasing.

e Al that misbehaves or Al that cannot be trusted (which can erode trust in media).

e We should understand the full impact of bias in Al before adopting it. Humans tend to
hide personal responsibility behind systems.

e Wrong Al-based decisions are a serious threat, even small decisions may be biased.

e Massive IP infringement. Unauthorised use of IP as training material, or input material.
Untraceable unlicensed use. Unlicensed derivative works created by Al.

4.1.5 Al challenges for the Media Industry

This section of the survey aims to explore the challenges encountered by Al
researchers/developers when developing Al technologies for the media sector and the
challenges encountered by media professionals with regard to the adoption Al. A different list
of challenges was assessed by each group of respondents since the former develop Al while the
latter are the users of this technology. The lists were devised based on the state of the art
analysis of sections 3 and 11 of this report as well as by discussions that have been happening
in the consortium since the beginning of the project with regard to the challenges faced by both
research/technical partners and media industry partners. Respondents were asked to assess the
importance of each challenge on a Likert scale (1: not important, 5: very important). The results
are visualised in Figure 22 and Figure 23, respectively.

With regard to the Al research community, we examine challenges such as lack of data, lack of
understanding media sector needs, compliance with regulations, ethical challenges, lack of
funding and talent, big-tech monopoly, etc. In Figure 22, we can see that Al researchers and
developers consider by far the greatest challenges the lack of data in general to train and test
their algorithms but also the reluctance of the media industry to share their data to help and
accelerate Al research. The US-China big tech monopoly in Al software and data, facilitated by
enormous funding and generally much less regulation, is also something that creates challenges
especially for European researchers. Other important challenges include the lack of open access
culture for sharing Al algorithms, lack of effective benchmarks and to a lesser extent lack of
funding to develop Al for media. What is least challenging or worrisome is apparently the lack
of Al talent in universities, research centres and ICT industry or collaboration with media
industry and understanding of its needs.
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What are the most important challenges Al researchers face when developing
Al algorithms and tools for the media sector? (Al community)
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Figure 22: Assessment of most important challenges researchers face when developing Al algorithms
and tools for the media industry (Likert scale: 1 = not important, 5 = very important).

This section also included an open question, asking respondents to describe challenges not
mentioned in the previous question, elaborating on issues related to their own research area.
Access to compute infrastructure, a more multi-disciplinary approach to Al development, and
the public research sector are among the issues discussed by respondents. Some interesting
answers are listed below:

e Access to computing resources.

e Getting a realistic representation of Al capability embedded in the media.

e Lack of reliability of open source tools as well as real-world data benchmarks.

e Consideration of full Al life cycle (incl. testing, certification, monitoring, etc.) in R&D
ecosystem.

e Lack of involvement of media professionals and social scientists in Al development.

e Lack of proper education and sensitisation on non-technical issues (i.e., ethics,
aesthetics, human behaviour, etc.).

e Limited usage of media archives because high-level executives in both worlds do not
care about reciprocal existence (Al for archives - archives for Al).

e lack of attractiveness of public research sector for Al research talent vs. non-EU
corporations.

With regard to challenges encountered by the media community, on the other hand, we
examine challenges such as understanding what Al has to offer, operationalising Al and
measuring its business value, cost of developing Al solutions, Al explainability, ensuring ethical
use or compliance with regulations, lack of Al skills in the media industry, etc. In Figure 23, we
can see that media professionals consider by far the greatest challenges the integration of Al in
business operations and processes, understanding what Al can do to improve or facilitate
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workflows and processes in the media industry, and lack of relevant skills in media professionals.
The US-China big tech monopoly is also a challenge, since these companies seem to want to suck
the oxygen out of the traditional media industry by becoming the main providers of online
content and thus increasing their profits and users. Other important challenges include Al
explainability as well as data access and privacy. The least important challenges, according to
media professionals, are the establishment of an internal ethical framework for Al use, attracting
Al talent in the industry, or proving/measuring Al’s business value.

What are the most important challenges that the media sector faces when it
comes to the adoption of Al? (Media professionals)
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Figure 23: Assessment of most important challenges the media industry faces when when it comes to
the adoption of Al (Likert scale: 1 = not important, 5 = very important).

The same open question was addressed to media professionals, asking respondents to describe
challenges not mentioned in the previous question, elaborating on issues related to their own
line of work. Compliance with upcoming EU regulations, need for transparency, IP issues, or how
Al is currently integrated in a media organisation are some of the issues discussed by the
respondents. Some very interesting answers are listed below:

e Establishing an internal framework for ethical use of Al is the ‘easy’ part. It is much more
difficult to develop, purchase, integrate and maintain Al systems/tools within the media
company (both in-house and from third-parties) that live up to these (paper-based)
frameworks in terms of actual implementation and end user acceptance - due to the
comparatively early and still immature status of transparent and trustworthy Al, and
due to new regulation frameworks coming up.

e Need for content to have transparency and clear labels.

e Getting technology companies to respect copyright, rather than claiming training and
other uses is "fair use" or similar.

e News is an ever changing landscape and therefore frequent update of Al models may be
needed.
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4.1.6 Al strategies and skills in the Media industry

This section of the survey includes four questions that aim to explore what kind of Al strategies
are adopted by the media industry and also examine the issue of Al talent. The questions have
been addressed to media sector professionals (except one that is addressed to both targeted
groups of responders).

The first question was about investments on Al. Respondents were asked whether their
organisation has invested in Al during the last year. Only 50% of responders answered positively.
One third (33%) said that their organisation had not invested in Al while 9% said they didn’t
know (Figure 24). One responder answered that they have in-kind investment through
participation in projects and testing (a news agency), while another one said that an investment
is planned. The respondents that answered “No” were mainly affiliated with NGOs and
independent authorities (e.g. regulating media). Among those working in PSM or the media and
entertainment industry, 73% have invested in Al.

Has your organisation invested in Al during the last year?
(Media professionals)

m Yes
m No
I don’t know

Other

Figure 24: Investement in Al by media and media-related organisations.

The second question examined what kind of Al strategies media and media-related
organisations have in place, if any. The responders were provided with a list of options from
which they could select more than one. The available options include, for example: clearly
defined Al vision and strategy, roadmap prioritising Al initiatives linked to business value, KPIs
to measure the impact of Al initiatives, program to develop Al partnerships (e.g. with ICT
companies, academia), program for the recruitment of Al talent, standard tools and
development processes in place for developing Al models, clear data strategy that supports and
enables Al, scalable internal processes for labelling Al training data, clear framework to manage
Al-related risks, and high-performance computing cluster for Al workloads. This list has been
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inspired by McKinsey's Global Survey on "The state of Al in 2020"°1. Results are visualised in
Figure 25. An astounding 58% of respondents answered that their organisation had no specific
Al strategy in place (see Figure 25(a)). Only 42% had some kind of Al strategy.

Does your organisation have a specific Al strategy in place? If yes, what elements
does your organisation’s Al strategy include? (Media professionals)
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Clear datastrategy that supports and enables A
Scalable internal processesfor labe ling Al training data
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What elements does your organisation’s Al strategy include? (For those media
professionals that answered that their organisation has an Al strategy in place)
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High-pe rformance computing

Cther

Figure 25: Al strategy of media and media-related organisations: a) all answers are shown, including
“No Al strategy in place” (top); b) Those that have answered “No Al strategy in place” have been
excluded from the analysis — the percentages refer only to those organisations who have some kind of
Al strategy (bottom).

91 McKinsey's Global Survey on "The state of Al in 2020" (2020):

https://www.mckinsey.com/~/media/McKinsey/Business%20Functions/McKinsey%20Analytics/Our%20Insights/Global%20survey
%20The%20state%200f%20A1%20in%202020/Global-survey-The-state-of-Al-in-2020.pdf
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Trying to examine what kind of elements the adopted Al strategies have, we find that out of
those who have reported some type of Al strategy (the aforementioned 42% of total
respondents), 50% have a roadmap prioritising Al initiatives linked to business value, 41% have
a clearly defined Al vision/strategy, 36% have a program to develop Al partnerships, 32% have
standard tools and development processes in place for developing Al models, and 32% have a
clear data strategy that supports and enables Al. The most amazing finding is that only 9% of
those with an Al strategy in their organisation have a clear framework to manage Al-related risks
(incl. ethical risks). That is approx. 4% of the total respondents. This clearly poses a significant
danger for the organisation and its employees and has the potential to damage public trust in
media, trust that is continuously eroding also affected by other factors. Similarly, only 13% of
those with an Al strategy answered that their strategy includes specific KPIls to measure impact
of Al in organisation and only 13% have internal processes for labelling Al training data. Not
being able to measure the actual impact and added value of the Al tools in the organisation may
hinder further adoption of the technology in the long run (why pay for something if you do not
know whether it actually works). Also, lack of processes for data annotation contributes to the
problem of data availability mentioned already in the previous sections. With regard to the type
of organisation, 46% of PSM and 46% of media and entertainment industry companies, 62% of
large media networks and 30% of online news platforms have an Al strategy.

The next question was about whether media companies should train their own personnel to
acquire Al skills or recruit new personnel with such skills (Al researchers, data scientists, etc.).
As shown in Figure 26, opinions are split on this issue: 29% believe media organisations should
recruit experts with Al/data skills, 27% believe they should train existing personnel to acquire Al
skills, and 27% think that a new profile of media jobs will eventually emerge, combining both
media and Al skills. Among those that provided alternative answers some said that a
combination of the above would do the work, while one respondent pointed out that it all comes
down to the budget available for this.

Should media companies train their own personnel to acquire Al
skills or recruit new personnel with such skills (Al researchers,
data scientists, etc.)? (Media professionals)

= Train media personnel to acquire
Al skills

= Recruit experts with Al/data skills 6%
A new profile of media jobs will
eventually emerge, combining

both media and Al skills 27%
I don't know

Other

Figure 26: How to increase Al skills in the media sector.
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Finally, the last question, addressed to both media professionals but also the Al community,
complemented the previous one, examining what kind of skilled personnel a media company
needs to hire to overcome the often encountered Al skills gap. The results are visualised in
Figure 27. Al software developers (69%) and data scientists (67%) were by far the most popular
choices among media professionals, followed by experts on Al ethics and legal issues (44%). For
Al researchers, the most popular choice is Al software developers (64%), followed closely by
data scientists (53%), Al researchers (52%), domain experts (51%) and ethics experts (50%). The
most important difference between the two groups concerns domain experts. 33% of media
professionals consider that they are necessary in contrast to the 51% of the Al community. Since
media professionals are in many cases also domain experts they do not see the need to hire
more such experts. However, in the research community domain knowledge is a big need, with
domain experts usually in high-demand. This survey result seems to reflect this reality. Other
types of personnel not included in the list but mentioned by respondent include representatives
of democratic society (e.g. NGOs) but also experts that are able to effectively integrate Al into
media workflows and people that know how to develop energy-efficient software tools.

What kind of skilled persannel does a media company need to overcome the
often encountered Al skills gap?

0% 10% 20% 30% 40% 50% 60% 70%

Al researchers

Al software developers

Data scientists

Domain experts

Business leaders able to interpret Al results
Experts on Al ethics/legal issues

| don't know

Other

B Media professionals W Al research community B Both groups

Figure 27: Skilled personnel that media companies need to hire to overcome the often encountered Al
skills gap. Answers provided by responders from the media industry, the Al research community and
both.

4.1.7 Adoption of Al solutions by the Media Industry

In this section of the survey, we explore adoption of specific Al technology applications by the
media sector as well as the requirements that may facilitate further adoption of Al technologies.

The first question examines what kind of Al/ML-enabled applications most media professionals
use. As can be seen in Figure 28, the most popular applications are image/video analysis and
NLP (44% each), followed by audio analysis (35%), user experience/audience analysis (31%).
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Social media network analysis (27%) and recommenders (25%) are also used by many
professionals. The use of fact checking tools is also considerable but that can be attributed to
the fact that 21% of respondents are journalists. Applications with low penetration are
automatic-decision making for business (6%) and market analysis/forecasting (10%). The former
can be attributed to the fact that media professionals still do not trust Al to make decisions
without a human in the loop and also that Al is not mature enough to be widely used for such
applications. The latter is also probably attributed to this but also to the fact that our pool of
respondents does not include a lot of representatives from media sectors where such
technologies are more mainstream, like advertising, music/film, big streaming platforms or
social networks. Note also how the use of automatic content creation tools, although considered
one of the most promising fields of Al research, is still currently limited. Other technologies (not
in the list) mentioned have mainly to do with Al for security applications.

What kind of ML/Al technologies do you mostly use in your organisation?
(Media professionals)
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Image/video analysis

Audio analysis

Natural language processing

Social network analysis

User experience / audience analysis
User profiling & recommendation systems
Market analysis & forecasting
Automatic content creation

Content moderation

Fact-checking & verification tools
Automatic decision-making for business
None

Other

Figure 28: Al/ML-enabled applications used by media professionals.

The next question explores the most promising ways for the easy adoption of Al by the media
sector. The list of answers to this question includes solutions like open source development
tools, ready-to-use components from open Al repositories, enterprise software for dedicated Al
tasks, co-development with other media or research partners, cloud-based Al, automated
machine learning and data science modelling tools, and code crowdsourcing. The question and
answers have been inspired by a similar question in the Deloitte survey. The respondents were
asked to assess how easy it is to use each solution on a Likert scale (1: difficult, 5: very easy). The
question was addressed to both Al researchers and media professionals and the results are
visualised in Figure 29.
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What do you consider to be the easiest (or most promising) way for the
adoption/development of Al tools for the media sector? (Al community)
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professionals)

o
@
o
o]
o
=
8

20 40

Open source development tools
Ready-to-use components from open Al...

Enterprise software for dedicated Al tasks

Codevelopment with other media partners

Codevelopment with research partners

Cloud-based Al

Automated machine learning

Data science modeling tools

Code crowdsourcing

H1 H2 w3 m4 E5 mDon't know

Figure 29: Most promising solutions for the easy adoption/development of Al tools in the media
assessed by a) members of the Al research community (top) and b) members of the media industry
sector (bottom) (Likert scale: 1=difficult, 5=very easy).

Both groups of respondents consider open source development tools, ready to use components
from Al repositories and co-development of media with research partners to be the most
promising solutions. The first two are by far the most popular among Al researchers while the
third is the most preferable solution among media professionals, closely followed by the other
two but also by co-development with other media partners.

The least favourable solution is code crowdsourcing, followed by enterprise software,
automated machine learning for media professionals, and at some extent cloud-based Al. Code
crowdsourcing also received by far the most “I don’t know answers”. Such approaches although
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desirable in order to increase the democratisation of Al development have inherent difficulties
and have yet to prove that they can offer efficient and trustworthy solutions applicable in the
industry. The answers of the respondents show a clear preference for open solutions for both
Al development and deployment and for the co-development of solutions based on cooperation
between researchers and industry or on collaborating clusters of media organisations. This is
also confirmed by the way respondents evaluated enterprise software and automated tools, for
which one cannot really know how they work or how they were trained or if they can be trusted
since they are usually black-boxes performing a specific task. The need for Al that you can trust
and for Al that you know how it has been developed is confirmed by the analysis of responses.

The previous question was also complemented by an open question, asking respondents to
describe additional solutions not mentioned in the previous question, also taking into account
their own experiences. Respondents insisted on the need for media-technology partnerships for
Al development, also including potential users; increased leadership by broadcast or other
media associations like EBU to guide the development of new Al tools; but also on scalable
technologies and tools that could facilitate link existing media workflows with Al software. Some
interesting views are listed below:

e Co-development with technology providers. The cost to build/train large scale models
like GPT3 is outside the realm of possibility for most media companies.

e Co-design incl. participation of potential users, highest quality-of-service, proof of
added-value, user-friendly navigation.

e Inclusion of highly interdisciplinary approaches, regarding epistemology, cybernetics,
neuroscience, psycholinguistics, mathematics, philosophy (new realism) and linguistics.

e Use of Al systems developed by/within Industry Associations for their members.

e The EBU should be a "guiding" organisation that helps understanding, training and
offering tools for Al.

e Having events that bring together the media sector and Al researchers. Usually, local
versions of these can enable more broad impact, but international events breed better
long-term collaborations.

e Making scalable technologies that work through older and newer platforms, energy-
efficient tools that can be also applied on 8-, 16- and 32-bit environments.

e Tools for linking existing production and storage workflows to Al software.

The final question of this section of the survey explores the most efficient ways to strengthen
the transfer of Al knowledge, tools and best practices from academia/research to the media
industry. The list of answers to this question includes solutions like sharing media industry data;
secondments/internships of Al researchers to the media industry; research scholarships on
media Al funded by the media industry; collaboration of research labs and media industry on
issues of common interest; sub-contracting of Al media solutions to external research labs;
development of in-house Al research labs in media companies; collaboration of media, academia
and NGOs on topics with wide media or societal impact (e.g. Al for disinformation detection);
organisation of challenges/benchmarks to provide novel Al solutions; collaboration for the
creation of open tools in open Al repositories; and training activities to increase Al skills in media
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industry. The respondents were asked to assess the potential of each solution on a Likert scale
(1: not efficient, 5: very promising). The question was addressed to both Al researchers and
media professionals and the results are visualised in Figure 30.

What are the most efficient ways to strengthen the transfer of Al knowledge,
tools and best practices from academia/research to the media industry?
(Al community)
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What are the most efficient ways to strengthen the transfer of Al knowledge,
tools and best practices from academia/research to the media industry?
(Media professionals)

0 20 40 60 80 100

Sharing media industry data with the Al research community N
Secondments/internships of Al researchers to the mediaindustry I
Research scholarships on media Al funded by the media industry IR

Collaboration of research labs and media industry on issues of .. I

Sub-contracting of Al media solutions to external research labs I

Collaboration of media, academia and NGOs on topics with wide... I
Organisation of challenges'benchmarks to provide novel Al I

|
|
||
|
|
Development of in-house Al research Bbs in media companies I |
|
|
Collaboration for the creation of open tools in open Al repostores [N I

|

Training activities to increase Al skills in mediaindustry I

H1l m2 w3 m4 m5 mDon't know

Figure 30: Most efficient ways to strengthen the transfer of Al knowledge, tools and best practices from
academia/research to the media industry assessed by a) members of the Al research community (top)
and b) members of the media industry sector (bottom) (Likert scale: 1=not efficient, 5=very promising).

As can be seen from this figure, respondents are generally very positive about most of the
proposed approaches. However, some are more favoured than others. For example, by far and
large Al researchers believe that transfer of knowledge, tools and best practices can be more
efficiently achieved through sharing of media industry data and collaboration between research
labs and media industry on issues of common interest, followed by research scholarships on
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media Al funded by the media industry and collaboration for the creation of open tools in open
Al repositories. Media professionals, on the other hand, favour most collaborations of media
industry with the research community and training to increase Al skills of media practitioners,
followed by secondments/internships of Al researchers to the media industry and sharing of
media data. Collaboration between the research and media communities is obviously the most
promising approach whatever form it takes. At the same time researchers put special emphasis
on data sharing, which as we discussed before is a large impediment in Al development, while
media professionals point out the importance of training initiatives so that they are able to
follow up and contribute to Al developments instead of being mere bystanders to Al
breakthroughs and simple users of the technology others develop. The solution respondents
where less enthusiastic about is sub-contracting of Al media tools or applications to external
research labs. Al researchers, also do not seem to favour so much development of in-house Al
research labs in media companies since that would probably create counter-motives for the
collaboration between the two communities.

The previous question was also complemented by an open question, asking respondents to offer
additional ideas (not mentioned in the previous list) about the transfer of Al knowledge, tools
and best practices from academia/research to the media industry. The main theme of the
answers was the need for Al training on all levels (media, academia, society). Some respondents
especially pointed out the resistance of parts of the media industry to change or to adopt new
technologies. The views and suggestions presented below nicely make the case:

e Training activities to increase knowledge about and acceptance of Al, including aspects
of Al trustworthiness.

e Training should start from a very early age; we should rethink and update teaching
curricula at University Level, so that soft sciences (Humanities, Social Sciences,
Journalism) can catch up on new trends.

e General training for the management level of businesses on the reality of Al currently
would be valuable. Several senior leaders in industry are either entirely dismissive or
unaware of the current and potential impact that Al/ML is likely to bring on their sector.

e A big obstacle for Al in the media industry is that the industry itself is very traditional
and it is hard to change the mentality of decision makers (who are not Al savvy). Unless
this changes at the decision-making level, any amount of change from the ground up
(tool level and team level) is not going to have a massive impact.

e Exchange of Al researchers between different European countries for a limited time in
order to enhance the Al research of countries under development (e.g. under a program
like Erasmus for students).

e Permeability of membrane between public/private media sector and academia (a la
triple helix approach) with strengthening of public media in the interest of citizens.

4.1.8 Al ethics and regulation
In this section of the survey, we explore Al & ethics as well as Al regulation. The section,

addressed to both groups of respondents, includes four questions that aim to shed light on
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ethics-related practices and processes adopted by industry and researchers, to understand what
are the main needs of Al developers and users with regard to guidance from policy makers on
the use of Al for the media industry, and to explore the opinions of both communities with
regard to Al regulation, especially given the increased legislative/policy making activity of the
European Commission on the topic during the last few years (more on this issue in section 11 of
this report).

The first question is an open question that aims to examine what matters respondents would
like to have guidance on from policymakers, concerning use of Al systems in media (“On what
matters would you like to have guidance from policymakers concerning use of Al systems in
media?”). From an analysis of provided answers, the following main areas were identified:
addressing data privacy and finding a balance between privacy and the need for more data;
addressing IP issues; addressing Al bias; addressing challenges of automated Al content creation;
providing guidance on how to develop trustworthy and explainable Al; providing more
information on regulation frameworks and their impact; and offering more clear information
and guideline about how to implement Al ethics in practice. In the following, we briefly
summarise the various areas of Al research & application where more guidance is required, as
highlighted by respondents in both groups:

e User data privacy concerns. How to make sure that data used in Al are authorised.

e Al regulation and ethics with regards to automatic content generation and use of
synthetic content.

e How to ensure respect of the principles of inclusivity and non-discrimination in
disseminated media content.

e How to harmonise the need for data to train Al models with the need for privacy. How
to make sure that we know what kind of data are used in open datasets or retrained
models. How to ensure that those that play by the rules are not put in disadvantage in
the market by those going around regulation. Best practices on how to collect and use
data.

e Guidelines or regulation with regard to content moderation.

e More information on media rights in relation to training sets (e.g. what images/videos
are okay to use for training models). Possible licensing schemes for Al models respecting
established copyrights (are existing data copyrights inherited to derived models?)

e Alregulation on user profiling and affective computing.

e Consideration of systems composed of multiple Al components rather than standalone
system in regulatory efforts.

e Guidance on development of trustworthy and explainable Al solutions and relevant
certifications.

e Moreinformation on the Al act and its impact on both Al research and media companies
(for example, with regard to regulatory impact/exceptions regarding "media innovation
involving Al" in media sandbox environments). There should be an effort to take care of
ethics without blocking Al research or adoption of Al.

e How to implement/enforce in practice Al legal responsibility.
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e Ways of guaranteeing freedom of speech and existence of alternative sources of
information, as well as elevating the level of political, social, economic and cultural
discourse by means of the new technologies.

e Creation of public online tools so that Al researchers can do self-assessments (e.g. for Al
bias or for legal compliance).

e More focus on the environmental impacts of Al and how to make green Al.

It is important to point out that among media professionals, the majority of respondents request
not just guidelines but clear-cut regulations for most of the main issues raised above. There is a
similar trend also in the research community but it is not that accentuated. What is obvious from
the above list of issues is that both the research community and the media industry are in need
of clear guidance and much more information when it comes to the ethics of Al. People are
struggling either to understand the impact of regulations or to address important issues such as
data privacy and Al trustworthiness.

The second question is also an open question that aims to examine what aspects of Al for media
should be regulated (“What aspects of Al use in media do you think should be regulated or
further regulated?”). Again, the list is long but the most important issues highlighted by
respondents include: user profiling and monitoring, data privacy, synthetic content generation,
bias, targeted advertisement, Al transparency, and disinformation. The following list offers a
more in depth look on the issues that respondents of the survey feel that need to be regulated
or regulated more effectively:

e Al bias and discrimination against underrepresented or vulnerable groups. E.g.
regulating the development and deployment of machine translation systems or
decision-making systems.

e Respect of fundamental human rights (special mentions were made to children, with
regard to social media use and impact).

e Impact of social media on young population (providing protection against depression,
harassment, manipulation and isolation from the society).

e Use of / access to personal data.

e Data collection and processing of any kind.

e Deployment of user profiling/monitoring tools (including face recognition and emotion
recognition systems and psychological profiling). One respondent made a special
mention to cloud gaming where Al is able to provide very accurate and complete
psychological profiles of the players.

e Al-controlled advertisement targeting users; recommendation systems.

e Creation and deployment of Al-synthesised or Al-manipulated content (video, audio,
text). Clear labelling of such content should be required.

e Traceability of provided content (origin, right owners, distribution path).

e Manipulation of Al to influence public opinion — disinformation and deepfakes.

e Deployment of Al of questionable quality (e.g. trained on known biased datasets
without applying methods to improve fairness, failing to reach stated objectives).

e Al explainability and transparency about how models are trained or decisions are made.
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e Ensuring a level playing field between media content creators and platforms and dealing
with big tech monopoly.

It is clear that the appetite for regulation that will, first of all, protect humans and, also,
introduce clear rules about the development and deployment of Al (governed by the principles
of trustworthy Al) is huge. People feel that issues like user profiling/monitoring, user targeting,
illegal collection of personal data, generation of manipulated media content, and Al-enabled
disinformation are getting out of control while they also increasingly worry about potential Al
bias and discrimination or in general about Al that cannot be trusted. The EU should immediately
address these fears, extending the dialogue with Al researchers, media industry, ethics and
social science experts, and of course concerned citizens.

The third question examines what kind of measures different work environments have in place
to control the ethical risks of Al. The respondents are asked to select more than one option
from alist that contains measures like ethical Al principles, ethical Al checklist, following or being
a member of a Code on Al ethics, ethical board committee, and ethics by design approaches.
The results are visualised in Figure 31. As can be seen, 19% of the responders from the Al
research community and 17% of media professionals do not even know whether their
organisation has any processes or measures related to ethics management. In addition, 17% of
Al researchers and 25% of media professionals state that they have no measures in place. These
percentages show that lack of awareness or interest on ethics management (not only related to
Al but in general) is a real problem both in the Al research community and also in the media
industry. Among those who responded positively in the question whether they have any ethics
related measures or processes in place the most common answer is ethical Al principles,
followed by ethical board committees for Al researchers (mainly from academia and research
centres) and ethical Al checklists for the media community. Only 13% of both communities is
following or is a member of a Code on Al ethics. Finally ethics by design processes are followed
by 23 % of the Al community and 19% of the media community. It is clear that much more work
is required in order to raise awareness about the importance of ethics in both communities,
especially in light of the Al breakthroughs that we expect to see in the next couple of decades.
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Al systems used in media present considerable opportunities and risks. Al
ethics is an important and useful tool to mitigate risks and increase benefits.
What measures does your work environment have in place to control the
ethical risks?

0% 10% 20% 30% 40% 50%
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ethical Al checklist [
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Ethical board committee —
Ethics by design processes _
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I don't know _

Other ‘
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Figure 31: Workplace measures to control the ethical risks of Al.

The last question explores what kind of impact assessments are performed by media
professionals and Al researchers. Three kinds of assessments are examined: data protection
impact assessment (DPIA), human rights impact assessment (HRIA) and assessment list for
trustworthy Al (ALTAIl). The results are visualised in Figure 32. The most popular type of
assessment are DPIAs with 36% of Al researchers and 19% of media professionals ever having
done one. With regards to human rights assessment, the situation is even more disheartening:
only 3% of Al researchers and 10% of media professionals has ever done one. The situation is
similar for the assessment list for trustworthy Al (although kind of inversed): only 11% of Al
researchers and 4% of media professionals has ever done one. DPIAs are now required based
on the GDPR. This is perhaps the reason that DPIAs are much more common. As mentioned
above, it is clear that more effort is necessary in order to raise awareness about the importance
of ethics and these kinds of impact assessments in both communities.

Have you ever done one of the following impact assessments?
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Data protection impact assessment (DPIA)

Human rights impact assessment (HRIA)
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Figure 32: Impact assessments performed by Al researchers and media professionals.
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4.2 Al4Media survey on Media Al in the service of Society & Democracy

In addition to the previous big-scale survey, which focused on collecting the opinions of media
industry and Al research community representatives with regard to the use of Al in the media,
a second small-scale short survey was also launched, aiming to shed light to the most important
benefits and risks that the use of Al for the media brings to the society and democracy, also
exploring ethical dimensions.

This survey was internal, addressed only to the Al4Media consortium, which comprises of
members of both communities (Al and media). In total, 31 people completed the survey.

The survey included the following sections: (1) Professional background of survey respondents;
(2) Al benefits for society & democracy; (3) Al risks for society & democracy; (4) Policies for
ethical use of media Al & safeguarding of human rights. Sections 2 and 3 each included one
multiple choice question + one complementary open-ended question (to elaborate, in case the
previous choices were not enough) while section 4 included three multiple choice questions +
one open-ended question. Answers to the question about the benefits of media Al for society
and democracy were inspired by Khari Johnson's article "How Al can empower communities and
strengthen democracy”, published in VentureBeat®’. Some screenshots from the survey
questionnaire can be seen in Figure 33. The full version is available in the Appendix, in section
15.3.

AldMedia online survey on Al in

AldMedia online survey on Al in gl the service of Society &
the service of Society & L] Democracy
. * Democracy . . -

* .
. ., Whecla Al benefis for society & democracy

Figure 33: Al4Media internal survey on media Al in the service of society and democracy (full version
available in the Appendix, section 15.3).

In the following subsections, we analyse the received responses. Each subsection corresponds
to a different survey section.

%2 K. Johnson, "How Al can empower communities and strengthen democracy” (2020):
https://venturebeat.com/2020/07/04/how-ai-can-empower-communities-and-strengthen-democracy/
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4.2.1 Professional background of survey respondents

In total, 31 people completed the survey. 77% (24 respondents) belong to the research
community while 23% (7 respondents) are from the extended media industry. With regard to
the type of organisation they work for, 23 respondents work in research institutes or in academia
(74%), one in the ICT industry, one in the media industry, 3 in PSM, and 3 in the public sector
(see Figure 34).

What type of organisation do you work for?

What kind of work do you do?

= Academic institution = Research institution
= Member of the Al research community Public Service Media (PSM) » Media & entertainment industry

= Working in the extended media industry = ICT industry Public sector

Figure 34: Information about the professional background of survey respondents.
4.2.2 Benefits of media Al for society & democracy

This section of the survey aims to explore the potential of media-related Al technologies to
benefit the society and democracy. Respondents were asked to assess a list of promising Al
media-related advancements that have the potential to empower the citizenry and strengthen
democracy, evaluating each item on the list on a Likert scale (1: not promising, 5: very
promising). The list was inspired by Khari Johnson's article "How Al can empower communities
and strengthen democracy" as mentioned above. We examine the following areas that could
benefit from Al-enabled applications:

e Open source intelligence to hold power accountable (e.g. open-source data mining
tools used to crack the Panama papers®);

e Al for emancipation (e.g. the Masakhane NLP project®, aiming to increase
representation of African languages and culture in tech);

e Bias detection in economic, social, legal etc. processes;

e Al for fact-checking and fighting disinformation;

e Al for facilitating public dialogue and democratic consensus (e.g. the pol.is® tool for
analyzing and understanding what communities think);

e Al for accessibility (creating more equitable access for people with disabilities);

e Crowd - Al collaboration for cultural heritage preservation.

93 M. Walker Guevara, How Artificial Intelligence Can Help Us Crack More Panama Papers Stories (2019):
https://www.icij.org/inside-icij/2019/03/how-artificial-intelligence-can-help-us-crack-more-panama-papers-stories/
94 Masakhane - A grassroots NLP community for Africa, by Africans: https://www.masakhane.io/

9 Polis - Input Crowd, Output Meaning: https://pol.is/home
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The results are visualised in Figure 35. As can be seen, all Al-enabled advancements are
considered very promising (mostly, respondents answered with 4s and 5s). The most promising
application of Al according to respondents is counteracting disinformation and fact-checking,
followed by equitable access for all, and holding power accountable. The least promising seems
crowd-Al collaboration for preserving the world’s cultural heritage, perhaps because it is not still
very clear to respondents how this can be practically done. The option for which we got the most
“I don’t know” answers was use of Al for the emancipation of underrepresented or minority
groups. Again this is an area where much more research is necessary and projects like the
Masakhane NLP project can show the way.

What are the most promising Al media-related advancements that have the
potential to empower the citizenry and strengthen democracy?
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Open source intelligence to hold power acountable [ |
Al for emancipation  [Jj | ]
Bias detection in economic, social, legal etc. processes [ ]
Al for fact-checking and fighting disinformation [l ]

Al for facilitating public dialogue and democratic
CONSENsUs L

Al for accessibility (creating more equitable access forall) [l ]

Crowd - Al collaboration for cultural heritage
preservation L
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Figure 35: Promising Al media-related advancements that have the potential to empower the citizenry
and strengthen democracy (Likert scale: 1 = not promising, 5 = very promising).

This section also included an open question, focusing on what other promising Al media-related
advancements have the potential to empower the citizenry and strengthen democracy besides
those included in the aforementioned list. The responses received focused on two distinct
subjects:

e Diverse Al support for news media workflows, allowing journalists to focus on
important tasks like investigative journalism, and production of semi or fully Al-
generated media reports on niche topics/events, which would otherwise be impossible
due to lack of resources.

e Al to support accessibility, not only for enabling access for people with disabilities but
also for facilitating engagement and communication between people with different
abilities and skills.

The first subject focuses on the potential of Al to create more informed citizens while the second
focuses on smoothing communication barriers between different people.
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4.2.3 Risks of media Al for society & democracy

This section of the survey aims to explore the risks of media-related Al for the society and
democracy. Respondents were asked to assess a list of media Al-related risks that have the
potential to be detrimental to society and democracy, assessing each item on the list on a Likert
scale (1: low risk, 5: high risk). The following risks have been included in the list, based on the
analysis of sections 3 and 11 of this report:

e Al bias against groups of citizens, e.g. women, minorities, low-income people,
vulnerable groups, etc.

e Al tools used to spread disinformation and fuel polarisation (e.g. bots, fake content
generation);

e Over-personalisation of media services leading to filter bubbles;

e Use of Al tools to limit fundamental rights like freedom of expression;

e Unauthorised profiling of citizens;

e Unexplainable Al making decisions without human in the loop;

e Al affecting employment patterns;

e Al-induced inequality (people with access to data vs. people with no access).

The results are visualised in Figure 36. There are two risks that worry respondents the most:
unauthorised profiling and monitoring of citizens (with 90% of respondents assigning to this risk
a 4 or 5 in the aforementioned Likert scale) and use of Al to spread online disinformation and
fuel polarisation on online discussions (with 93% of respondents assigning to this risk a 4 or 5).
Disinformation is considered the number one risk of Al, followed by user profiling. Note also that
there is not a single respondent that believes that these two are low-impact risks. The next most
important risk is Al bias (with 77% of respondents assigning to this risk a 4 or 5), followed by
over-personalisation of media services (with 71% of respondents assigning to this risk a 4 or 5).
The risk that participants evaluate lower in this scale (receiving the most 1’s and 2’s, approx.
16% of all respondents) is unexplainable Al making decisions without a human in the loop. This
finding may attributed to the fact that humans are very much still in the loop (and will probably
be for a long time) and Al is not widely used for critical decisions that could have a detrimental
effect on humans. The risk where the difference of opinions is higher is Al affecting employment
patterns.
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What are the most significant Al media-related risks that have the potential
to be detrimental to society and democracy?

0 20 40 60 80 100

Al bias against women, minorities, low-income people, wulnerable

groups, etc. _
Al'took used to spread disnfermation and fuel polarisation L |

Over-personalisation of me dia services leading tofitter bubbles [l e @400 |
e STA feoe mEbaTanie rens ke Tessen o g .
expression
Unauthorised profiing of citizens
Unexplainable Al making decsions without human in the loop [l ey |
Al affecting employment patterns |
Akinduced inequality [l [T

m1l m2 w3 m4 m5 mDon't know

Figure 36: Media Al related risks that have the potential to be detrimental to society and democracy
(Likert scale: 1 = low risk, 5 = high risk).

This section also included an open question, focusing on what other significant Al media-related
risks that have the potential to be detrimental to society and democracy besides those included
in the aforementioned list. The responses received focused on user monitoring, content and
service labelling, and monopolies:

e User monitoring through hidden Al systems. Many citizens are unaware that Al tools are
used in the services and products they use daily, hence they do not grasp their
implications.

e Al-generated content that is not recognisable/labelled as such and is used for malicious
purposes.

e Concentration of power via monopolies on data, computing resources and talent among
a small number of big tech companies.

The need for labelling content generated by Al or labelling systems and services that use Al was
also highlighted in the previous survey and would be a welcome step towards more Al
transparency. Big tech monopoly of data and compute is another issue that has also concerned
Al researchers and media industry companies, as showed in the first survey.

4.2.4 Policies for ethical use of media Al & safeguarding of human rights

The last section of the survey aims to explore policies to ensure ethical use of media Al and
safeguard fundamental human rights. It includes four questions, which have been formulated
by partner KUL, based on the analysis conducted in section 11 of this report.

The first question focuses on the safeguarding of fundamental human rights (“In your opinion,
what specific fundamental rights are not sufficiently safeguarded with regard to the use of Al in
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media applications?”). The respondents were provided a list of rights and were asked to select
the ones they thought were not efficiently safeguarded (more than one option could be
selected). The results are visualised in Figure 37. As can be seen, respondents are mostly worried
about the right to privacy and private life (74% of respondents), which is undoubtedly in danger
due to online user profiling, monitoring and micro-targeting. The second concern involves the
right to not be discriminated (65% of respondents), which may be in danger because of Al bias.
Following relatively further behind is the right to freedom of expression and information (39%
of respondents) and the right to property, including IPR (35% of respondents). With regard to
the rest of the fundamental rights mentioned in the list, 23-26% of respondents worry about
their safeguarding, with the exception of the right to freedom of assembly and of association,
for which only 16% is worried. Finally, 10% of respondents answered “I don’t know”.

In your opinion, what specific fundamental rights are not sufficiently
safeguarded with regard to the use of Al in media applications?

0% 10% 20% 30% 40% 50% 60% 70% 80%

Theright to privacy and private life I 4%
The right to freedom of expression and information GGG 39%
Theright to freedom of assembly and of association 16%
Theright to freedom of the arts and sciences I 2 3%
Theright to freedom of thought, conscience, and... NI 26%
Theright not to be discriminated 65%
Theright to human dignity I 2 3%
Theright to access to a fair trial and effective remedy I ) 3%
Theright to property (including intellectual property) I 5 5%
Idon'tknow [N 10%

Figure 37: Safeguarding of fundamental human rights with regard to the use of Al in media
applications.

The second question focuses on the policies that should be adopted by governments and
international organisations to ensure that media Al is respectful of fundamental human rights
(“What kind of policies should States or international organisations put in place to ensure that
Al media applications are respectful of fundamental rights?”). The respondents were provided a
list of policies and were asked to select the ones they thought should be adopted (more than
one option could be selected). The following policies are included in the list:

e Regulations coming with fines for stakeholders developing or providing Al media
applications (researchers, media companies, platforms);

¢ Independent authorities overseeing Al media applications' risks and opportunities and
providing guidance;

e Standards, code of practices and other self-regulation instruments;

e Banning Al media applications when demonstrated to be considerably harmful to
fundamental rights;
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e Training and education programs on Al media applications and ethics / fundamental
rights respect;

e Collaboration spaces for citizens, NGOs, media sector, ICT companies to discuss Al risks
& mitigation measures.

The results are visualised in Figure 38. As can be seen, the main kind of policy respondents want
to see from government and international organisations is oversight by independent authorities
(77% of respondents). The policies that were least preferred are regulation with fines for
stakeholders and ethics training (although they were still selected by 52% of respondents),
probably for different reasons. The former finding is not surprising because regulation with fines
is considered by many an aggressive policy on behalf of the government, which may hinder Al
research or, on the other hand, create issues such as censoring. It is interesting however to
notice that while only 52% of respondents believe regulation is a good policy, 65% believe that
Al media applications should be banned if demonstrated to be considerably harmful to
fundamental rights — banning being an extreme form of regulation. We have to note that all
respondents selected at least two options, with almost half of them selecting all of them. Finally,
while 29% of respondents believed some other type of policy is also necessary, only one
provided an example, highlighting the need for more multidisciplinary approaches that involve
Al and computer science as well as law, philosophy, humanities, etc. in education, training, and
professional environments.

What kind of policies should States orinternational organisations put in
place to ensure that Al media applications are respectful of fundamental
rights?

0% 10% 20% 30% 40% 50% 60% 70% B80%

Regulations coming with fines for stakeholders developing or
I 52%

providing Al media applications (researchers, media companies,...

ndependent authorities overseeing Al media applications risks

I —— 7T
and opportunities and providing guidance 71%

Standards, code of practices and other = fregulation insgruments 65%

Banning Al media applications when demonstrated to be

considerably harmful to fundamental rights 65%

Training and education programs on Al media applications and

—— 524
ethics / fundamental rights respect 52%

Collaboration spaces for citizens, NGOs, media sector, ICT a
companies to discuss Al risks & mitigation measures 61%

other I 9%

Figure 38: Policies that States or international organisations should put in place to ensure that Al
media applications are respectful of fundamental rights.

The third question explored what types of policies media companies should adopt to ensure
that media Al is respectful of fundamental human rights (“What kind of policies should media
companies put in place to ensure that Al media applications are respectful of fundamental
rights?”). The respondents were provided a list of policies and were asked to select the ones
they thought should be adopted (more than one option could be selected). The following
policies are included in the list:
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e Reveal information on their algorithms and data;

e Publish yearly reports on how they use Al in media applications, including information
about collected data/ethics handling/content recommendation/content moderation,
etc.;

e Empower users to have influence on the content recommended to them, data collected
from them, etc.;

e Ensure appeal rights and establish services for user questions and complaints, regarding
the use of Al systems in media;

e Commit to and implement codes of conduct, certification, labels for compliant and
ethical use of Al media applications;

e Enable independent research on their services to analyse potential impact and risks.

The results are visualised in Figure 39. As can be seen, what respondents mainly want to see
media companies do, is to reveal information on their algorithms and data (77%). This has been
a long-time request of NGOs and the civil society but also Al researchers. Other very popular
policies include publishing yearly reports on issues with ethics repercussions (like handling of
personal data or content moderation) (74%), empowering users to have influence on how the
algorithms work with respect to them (71%) and independent research on the services of media
companies to analyse potential risks (68%). The least popular policy, with less than half of the
responders selecting it, is the establishment of appeal rights about media companies’ decisions
and services for user questions and complaints. This finding is a bit puzzling, given that already
71% of respondents agree that media companies should allow users to have control over their
data, recommended content, etc. However, it could also be due to whether such policies (i.e.
services that allow user complaints and demands) can be applicable at scale (and what resources
would be required for that). Opinions are also split about ethical codes of conduct and Al
certification (52%). This may be due to the experience of the last years (e.g. with the HLEG
recommendation on disinformation) that shows that self-regulation and soft ethical codes may
not be enough to actually ensure the ethical development and deployment of Al. One of the
answers to the open question shed some extra light to this, at least with regard to the
applicability of certifications by medium or small size companies.
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What kind of policies should media companies put in place to ensure that Al
media applications are respectful of fundamental rights?

0% 10% 20% 30% 40% 50% 60% 70% B80%

Reveal nformation on theiraigorithms and cote N 7 7%

Publish yearhy reports on how they use Al in media applications,

o
including information sbout collected data/ethics.. I 7 4%

Empower usersto have influence on the conte nt recommended to a
them, data collected from them, etc. 71%

Ensure appeal rights and establish services for user questions and

0
complaints, regarding the u=e of Al systemsin media _ 48%

Commit to and implement codes of conduct, certFication, Bbels

0
for compliant and ethical use of Al mediaapplications _ 52%

Enable independent re==arch on their services to analy= potentia 68%
impact and risks o

other Il 3%

Figure 39: Policies that media companies should put in place to ensure that Al media applications are
respectful of fundamental rights.

The final question of the survey is an open question that asks respondents to share advice for
best practices and recommendations about Al media applications and fundamental rights (“Do
you have any best practices or recommendations to share regarding Al media applications
respectful of fundamental rights?”).

One respondent points out that while all options about media company policies are useful,
currently they are realistically applicable only on big media platforms like Facebook or Twitter
that have the resources and capability to enforce them. However, in the case of media
publishing companies, like BBC or similar organisations, some policies like Al certification are
only realistic if there are in-house developed Al systems and if the instruments required to
achieve the required Al transparency and trustworthiness are mature/usable.

Another interesting opinion provided highlights the need for processes that will allow
implementation of these policies in practice. It is argued that there should be a bottom-up
approach in formulating policy recommendations, engaging Al researchers, academics, media
professionals, and citizens and including open public debates and forums. They also point out
the need for efficient Al training from schools and academia to professionals in different
industries and end users that it will help familiarise people with technological, ethical, and legal
concepts around Al in order to be able to participate in the public debates.

4.3 Quick overview of survey results

Below, we briefly summarise the results of the two surveys, offering a quick overview of the
main findings per survey section.
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Future Al technology trends. Automatic content analysis & content creation, multi-lingual NLP,
learning with limited data, explainable Al and fair Al are considered to be the Al technologies &
applications with the biggest potential, aspiring to solve the most pressing problems of the
media industry, which are: the ever-growing need for new content, the need to automatically
analyse content to extract knowledge, the language barrier, the lack of data to train algorithms
for new tasks or domains, and the need for Al that can be trusted.

Benefits of Al. Automation & optimisation of routine tasks, personalisation of content and
services, increased productivity & operational efficiency, and enhancement of current services
as considered to be the most important benefits that the use of Al brings to the media industry.
Respondents were much more sceptical about the potential of Al to directly increase creativity.
Al researchers were more eager to believe in Al’s transformative role for the media than media
professionals were, highlighting the need to increase awareness about Al’s capabilities in media
organisations and adopt clear strategies for its operationalisation.

Risks of Al. Unethical use of Al, biased Al, Al's lack of explainability, and Al used to hinder
fundamental human rights are the risks that concern most survey respondents both as
professionals but also as citizens. On the contrary, automation leading to loss of jobs or limiting
human creativity is perceived as a lower risk, at least for now. At the same time, high
expectations & low return, failure of Al in a critical mission, and ethical risks are the top reasons
of concern for media industry companies.

Challenges of Al. Al researchers consider by far the greatest challenges the lack of data to train
their algorithms but also the reluctance of the media industry to share their data to help and
accelerate Al research. The US-China big tech monopoly in Al software and data, facilitated by
enormous funding and generally much less regulation, is also something that creates challenges
especially for European researchers. Media professionals, on the other hand, consider the
integration of Al in business operations and processes, understanding what Al can do to improve
workflows in the media industry, the lack of relevant skills in media professionals, and big-tech
monopoly the biggest challenges for the wide adoption of Al by the industry.

Al strategies and skills. 73% of the PSM and the media & entertainment industry organisations
affiliated with the survey respondents have invested in Al in the last year. Only 42% of the media
professionals surveyed said that their organisation has an Al strategy in place. Among those
organisations that do have a strategy in place, only 9% have a clear framework to manage Al-
related risks (incl. ethical risks) and only 13% have established specific KPIs to measure impact
of Al in the organisation. This lack of ethical Al strategies poses a significant risk for media
organisations and public trust in media. Al software developers, data scientists, and experts on
Al ethics/legal issues is the kind of skilled personnel that media organisations need in order to
overcome the Al skills gap.

Adoption of Al solutions. Media professionals already use a variety of Al/ML applications, with
the most popular ones being image/video analysis and NLP (with 44% each), followed by audio
analysis (35%), and user experience/audience analysis (31%). Applications with low penetration
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are automatic-decision making for business (6%) and market analysis/forecasting (10%). Open
source development tools, ready to use components from Al repositories, and co-development
with research partners are considered to be the most promising ways for the
development/adoption of Al tools in the media industry, showing the clear preference of
respondents towards open Al solutions and collaborations that will lead to the adoption of Al
that they can trust. Collaboration between the research and media communities (including
shared projects, internships etc.) is considered the most promising approach to strengthen the
transfer of Al knowledge and best practices from academia/research to the media industry. At
the same time, researchers put special emphasis on sharing media industry data while media
professionals point out the importance of training to increase the Al skills of media practitioners.

Al ethics & Al regulation. Al researchers and media professionals need more guidance by policy
makers on implementation of Al ethics, highlighting topics such as data privacy (and balance
between need for privacy and need for more data); IP issues; Al bias; automated Al content
creation; development of trustworthy and explainable Al; and clear information on regulation
frameworks and their impact. At the same time, they strongly believe stronger regulation is
required for such issues (e.g. for user profiling and monitoring, data privacy, synthetic content
generation, Al bias, targeted advertisement, Al transparency, and disinformation). The survey
also showed the lack of ethical processes in many organisations, with almost 39% of all survey
respondents declaring either that their organisation doesn’t have specific ethical measures in
place or that they do not know if it has. Similarly, only 11% of Al researchers and 4% of media
professionals has ever done some kind of impact assessment like DPIA, HRIA, or ALTAI.

Benefits of media Al. The most promising application of Al that can benefit society and
democracy according to respondents is counteracting disinformation, followed by enabling
equitable access for all, and providing tools (e.g. for investigative journalism) to hold power
accountable.

Risks of media Al. The risks of media-related Al that worry respondents the most with regard to
potentially detrimental impact on society and democracy are unauthorised profiling &
monitoring of citizens and use of Al to spread online disinformation & fuel polarisation on online
discussions (with >90% of respondents saying that these are high or very high risks), followed by
Al bias against groups of citizens.

Policies for ethical use of media Al. With regard to which fundamental human rights are not
sufficiently safeguarded, respondents are mostly concerned about the right to privacy and
private life (74%) and the right to not be discriminated (65%), which may be in danger due to
online user profiling and monitoring and Al bias. In this direction, the main kind of policy
respondents want to see from government and international organisations to ensure that media
Al is respectful of fundamental human rights is oversight by independent authorities (77%),
followed by codes of practices (65%), and banning Al media applications when demonstrated to
be considerably harmful to fundamental rights (65%). The least preferred policy was regulation
with fines for stakeholders (52%). With regard to the policies that media organisations should
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adopt, the most popular ones include: revealing information on their algorithms and data (77%),
publishing yearly reports on issues with ethics repercussions (74%), empowering users to have
influence on their data or how algorithms work (71%), and research by independent committees
on the services of media companies to analyse potential risks (68%).
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5 Core Al research: a glance into the future

In section 3, we analysed a selection of roadmaps, surveys, and articles focusing on media Al
applications but also on more general Al technology trends. Based on the results of this analysis,
we identified some of the most promising current and future trends in Al research, highlighting
specific technologies that could benefit the extended media industry in section 3.3.

In this section, we further analyse some of these technologies, including reinforcement learning,
evolutionary learning, learning with scarce data, transformers, causal Al, Al at the edge,
bioinspired learning and quantum computing. The aim is to offer a clear overview of the current
status of the technology, drivers and challenges for its development and adoption, future
outlook in order to provide some information and insights on how these technologies could
positively disrupt the media and entertainment industry.

A separate subsection is dedicated to each technology, including the following parts:

e Current status, providing general information about the technology and its current
status;

e Research challenges for the development and adoption of the technology;

e Societal and media industry drivers, focusing on what potentially drives the adoption
of this technology in the media and entertainment industry by providing vignettes, i.e.
short stories with media practitioners or users of media services, applications and
content as the main characters that vividly describe how media professionals and users
can benefit by the use of Al effectively, and how Al innovations could impact society and
businesses;

e Future trends for the media sector, presenting the potential applications of these
technologies in different sectors of the media industry, explaining what kind of problems
Al could help solve; and

e Goals for next 10 or 20 years, summarising a set of milestones for the further
development of these technologies and their application in the media.

This layout of the technology-focused subsections, and especially the vignettes and future goals
parts, has been inspired by the “20-Year Community Roadmap for Artificial Intelligence Research
in the US” report (see section 3.2.1).

5.1 Reinforcement learning

Contributors: David Melhart (modl.ai), Ahmed Khalifa (modl.ai), Daniele Gravina (modl.ai)

Reinforcement Learning (RL) is an area of machine learning that is concerned with learning how
to solve a problem through trial and error. For example, an agent can learn to drive a car by
allowing it to control the car and providing it with positive or negative rewards based on how
well it is performing (Figure 40). Until the recent advancement of machine learning,
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reinforcement learning applications were limited to toy problems because it was very hard to
learn to perform well from just interacting with the environment. Nowadays, reinforcement
learning is being used in a lot of different fields and showcases super-human performance across
complex problems that humans are traditionally good at solving: those include playing popular
board games like Go® and video games such as arcade-type Atari®” and StarCraft 11%,

=

Environment

'%Wafd
Interpreter
% \GEJ

Action

Agent
Figure 40: The components of the reinforcement learning framework.%

With the amazing performance of reinforcement learning algorithms over different games in the
academic world, one might wonder if reinforcement learning is being used in other multimedia
domains such as social media, online content production, movies or news outlets.
Unfortunately, at the time of writing, RL is still not widespread in multimedia domains outside
of video games. This is because although different types of multimedia provide a huge corpora
of data where supervised and/or unsupervised learning can be used efficiently, traditionally RL
is focused on controlling an agent in an interactive environment. However, looking at the recent
advancements in reinforcement learning, one could see the advantage of using it in these fields,
especially active learning. Active learning algorithms involve agents that are continuously
learning and adapting to an ever-changing situation. As such, active learning algorithms are well
suited to address tasks involving human-computer interactions and domains where the focus is
the preference or interaction style of humans using a system. For example, an RL bot could be
used to assist directors during filming TV shows by learning their style of camera shooting over
time and later propose camera positions that will fit the director's style and target aesthetics.

As mentioned before, RL is used more in games compared to other types of media. The lack of
interactivity and the abundance of data usually prioritises different methods of machine learning
over RLin other domains. Although RL is not a new field, its success is recent even within games.

% Silver, David, et al. "Mastering the game of Go with deep neural networks and tree search." Nature (2016).
97 Mnih, Volodymyr, et al. "Playing atari with deep reinforcement learning." NIPs (2013).

%8 Vinyals, Oriol, et al. “AlphaStar: Mastering the Real-Time Strategy Game StarCraft Il.” DeepMind Blog (2019).
9 Image source: Wikipedia -

https://en.wikipedia.org/wiki/Reinforcement learning#/media/File:Reinforcement learning diagram.svg
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Consequently, there are only a handful of examples of successful industrial applications of RL.
An indicative example is the Black & White (EA, 2002) strategy game'® and “god simulator”. The
game uses RL to control a creature’s behaviour during the game that acts as the player’s
companion throughout the levels. The player can affect their creature’s behaviour by observing
their actions and giving positive or negative reinforcement quickly after. During the game, the
creature can be trained to perform different tasks, aiding the player. Even though Black & White
enjoyed universal acclaim at the time, not a lot of companies followed suit in implementing RL
algorithms in their games. The prototypical nature of the algorithm in game development did
not help RL to advance further and become mainstream in games and their design.

Another challenge faced by RL is that trained agents may reach a super-human
performance'®10210  \While desirable in other domains, superhuman players are not an
interesting feature in games because humans either won’t be able to compete with these Al
agents (if Al is an adversary) or they will be outshined by the agent which might make the game
boring (if Al has a companion role). Besides that, designing these Al systems for any media sector
is a complex task as there are no standard libraries that can be easily integrated and used out of
the box. Finally, training these Al agents is often costly both in terms of money and time!®. That
cost, in turn, does not allow for fast iterations and quick testing of new ways of using RL in
different media sectors.

Although reinforcement learning reached super-human performance in many fields, it still faces
several challenges with generalisation. Generalisation is the problem of using the trained agent
on a new problem other than the one it got trained on. For example, if we trained an agent to
play Super Mario Bros (Nintendo, 1985)'% optimally, we would like it to be able to do so in Super
Mario Bros 3 (Nintendo, 1988) too. Overcoming the generalisation challenge will help game and
media productions reduce their overall cost as Al engineers won’t need to retrain Al models
across different games, similar to how computer vision models can operate directly without pre-
training across dissimilar pattern recognition tasks'®. We argue that transferable and
generalisable world models and agents will be available in games and other media fields as soon
as such Al models become easier to integrate, more accessible, and cheaper to train.

Vignette: Al bots for game development & quality assurance

Gita and Rami are a programmer and a quality assurance (QA) manager working at a medium-
size game company. Their company is working on a multiplayer action-adventure game "Power
of Legends", which will be supported by continuous small content updates throughout the whole
life-cycle of the game. Dependence on regular content updates means development never ends.

100 Black and White Video games, EA (2022): https://www.ea.com/games/black-and-white

101 Sjlver, David, et al. "Mastering the game of Go with deep neural networks and tree search." Nature (2016).
102 Mnih, Volodymyr, et al. "Playing atari with deep reinforcement learning." NIPs (2013).

103 Vinyals, Oriol, et al. “AlphaStar: Mastering the Real-Time Strategy Game StarCraft I.” DeepMind Blog (2019).
104 Wang, Ken. “DeepMind achieved StarCraft I| GrandMaster Level, but at what cost?.” Medium (2020)

105 Syper Mario Bros, Nintendo (1985): https://mario.nintendo.com/history/

106 Shah, Hardik. “How Artificial Intelligence is Enhancing Mobile App Technology.” RTInsights (2020).
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Content must be added at speed while maintaining quality and creativity to keep players
engaged and attract new ones, which means that the average cost of game development has
increased ten folds each decade so far. To mitigate these costs, Gita and Rami's company uses
Al-assisted testing tools that leverage reinforcement learning to quickly train agents that can
perform the more menial tasks of game testing. This tool helps both the programmers and
quality assurance staff to manage the rapidly increasing testing demand.

In the new content upgrade to "Power of Legends," the developers are introducing new maps
and items to the game. The team has to make sure that the new map is bug-free and playable
and that the newly added items do not break already existing levels. The work starts with Gita,
who is responsible for the integration between the game and the testing software. She sets up
the Al-powered bot in the game environment by defining its input space and the basic glitch or
bug criteria. The goal of the setup is to prepare the work of QA staff, who will have a higher level
control over the bot's interface. Once the bot is integrated into the game, the QA staff does not
need to pull resources from the programmers; they can modify the bot's behaviour on their own
to run a plethora of different tests. While not completely replacing traditional quality assurance,
using Al-based game testing can deliver a faster, cheaper, and more consistent turn-around.

Once a build of the game is prepared for testing, the game is uploaded into the testing platform,
where a QA session can be initiated. At this point, Rami takes over and starts a test through a
graphical user interface. The Al bots adapt to new content with ease (Figure 41) and quickly find
bugs and glitches with different levels of severity. Some of these are game-breaking issues that
have to be prioritised and addressed immediately by the programmers, while others are minor
glitches or events that break the game's balance. Once the bot finishes, Rami receives a detailed
test report which includes a smart summary of the encountered issues and a structured
telemetry log of these issues. The created bug reports are sorted based on severity and sent
back to Gita, who can immediately start working on an update, giving Rami time to go through
the telemetry logs and - if needed - replay or reproduce more complex issues. This faster
iteration cycle between Gita and Rami aided by the Al bots frees up resources in both the
development and testing process. As the Al bots work faster and more consistently than human
testers, there is less idle time during development. Gita can deliver faster updates to the game
and Rami can focus on parts of the QA process that require more insight.

Recently, large-scale game developer studios started looking into using reinforcement learning
in the game development process instead of using it to control characters in the game. The
superhuman performance!®#1%197 gnd fast exploration power allowed these companies to
utilise these agents to test their games. For example, EA uses reinforcement learning to detect
navigation problems such as unreachable areas or missing collision boxes!®®1%, Companies like
modl.ai are working on creating plug-and-play Al tools, which can integrate into different games,

107 Koster, Ralph. “The cost of games” Venture Beat (2018).

108 Thompson, Tommy. “Training the Shadow Al of Killer Instinct.” Al and Games (2017).

109 Yannakakis, Georgios N., Antonios Liapis, and Constantine Alexopoulos. "Mixed-initiative co-creativity."
Foundations of Digital Games (2014).
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which could help bring these innovations to small and mid-sized companies as well, making Gita
and Rami's story a reality.

The use of RL will increase in the game industry and other media sectors at large over the next
decade. In the game industry, the use of reinforcement learning in the area of automatic game
testing is going to grow more over the next decade and receive much research and innovation
attention (Figure 41). This increase of interest in RL-based game testing is due to games gradually
becoming online services (for instance Fortnite, Dota 2, Candy Crush, etc.) that require
continuous updates and new content to keep players engaged. To keep that supply running, any
new updates and content need to be tested periodically, resulting in a substantial increase in
the production cost of a game. This cost increase is far from being sustainable. Thus, if game
companies wish to scale their productions and expand their online services, they will need to
rely on reliable and explainable Al methods that are deeply integrated into the testing process.

Figure 41: Modl.ai Al bot exploring a previously unseen game level.

Besides games, one might think about the various ways RL can be used in other domains
throughout other media sectors. For instance, it could be used to create new types of media
content such as (parts of) games, levels, environments, visuals, cloth simulations for fashion
design, camera positions during filming movies and TV shows, etc. These avenues are not
explored yet in any sector of the media industry but we expect that recent advancements in
machine learning and RL will push innovation in these fields as well. But to see this happening,
content creators should always keep their eyes and minds open to embrace these super-human
performance agents and find new ways to incorporate RL in different media sectors. For
example, the EA research team has been using RL recently to generate new playable levels for
different games with different levels of difficulty!!? . Such generative Al methods could be used

110 Gisslén, Linus, et al. "Adversarial reinforcement learning for procedural content generation." IEEE Conference on
Games (CoG) (2021).
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in the other media sectors as well for creating/curating content that will most likely be enjoyed
by their users.

In addition to RL, imitation learning (IL) has been gaining popularity in recent years. Imitation
learning is an area of machine learning concerned with the problem of learning how to imitate
humans through their behavioural data (also called human demonstrations). The reason for
their popularity is that IL algorithms may yield agents that perform and behave in a human-like
fashion. This feature is important in competitive multiplayer games such as Fortnite (Epic,
2017)*! and Dota 2 (Valve, 2013)!? as in these games players usually need believable and
human-standard Al to play with or against. Most scripted (not machine-learned) Al agents do
not perform as well as humans and they tend to follow specific strategies which can be exploited
easily by players. Through imitation learning, we make multiplayer games engaging and
plausible even when human players are not always there. By using the collected player data we
can train Al agents that capture a player’s style and performance which we can, in turn, use to
create NPCs in the game for humans to play against (or with). Forza (Microsoft, 2018)'*2 and
Killer Instinct (Rare, 2013)***, for instance, use the player’s data to create a shadow player (driver
and fighter, respectively) that other players can play against and test their skills!%®!1>, Most
notably the Drivatar Al system of the Forza Series (2005-present) is the longest living imitation
learning algorithm existent in video games with more than 15 years of continuous development
and operation.

We expect more media and game companies to start adopting RL in all stages of media
production from early design to shipping. In the next 10 years, RL algorithms will not be used as
a fully autonomous system but it will be working in tandem with designers, developers, content
creators, and testers in a mixed-initiative fashion''®. These tools will provide designers with new
ways of exploring new rules and mechanics, help them design levels, test the designed content,
and provide statistics on the user experience. They will elevate the tester's job to focus more on
high-level challenges instead of tedious repetitive work. They will also help developers to
optimise their code and find better solutions toward simulating certain physics or world history.
They will help content creators in the content creation process by suggesting improvements and
edits and sometimes whole topics that consumers are looking for. Because of all the
aforementioned reasons, content creation cycles will start to be shorter which will not only cut
the cost of production but also it will allow the industry to be more experimental and take more
risks.

111 Fortnite, Epic: https://www.epicgames.com/fortnite/en-US/home

112 Dota 2, Valve: https://www.dota2.com/home

113 Forza, Microsoft: https://www.microsoft.com/en-us/store/collections/forzacollection

114 Kjller Instinct, Rare: http://www.raregamer.co.uk/games/killer-instinct/

15T, Thompson, “How Forza's Drivatar Actually Works.” Al and Games (2021).

116 Yannakakis, Georgios N., Antonios Liapis, and Constantine Alexopoulos. "Mixed-initiative co-creativity."
Foundations of Digital Games (2014).
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To achieve the long-term goal of wide Al (RL) adoption in media and game productions certain
decisive steps need to be made towards rapid deployment and wide accessibility. Most notably,
the Unity game engine has been addressing the accessibility issue since 2018: it released an easy
to integrate library called ML-Agents'’. This library allows Unity developers to train agents using
reinforcement learning in their own games. Although this is an important first step towards
making reinforcement learning/machine learning more accessible, the algorithms are still
computationally heavy and hard to debug. Besides, ML-Agents are currently operational only
within Unity which is far from being ideal for game developers that use other engines.

We think that in the next 20 years, easy-to-use RL libraries will be released (similar to ML-
Agents). These libraries will allow non-technical users to easily interact with them and train them
on more specific problems by a press of a button. Besides that, the advancements in hardware
and software will enable RL algorithms to run efficiently on small devices like smartphones,
which will allow users to have the power of these models at the tip of their fingers.

5.2 Evolutionary learning

Contributors: Georgios N. Yannakakis (UM), Antonios Liapis (UM)

As its name suggests, artificial evolution emulates the paradigm of evolution of the species, put
forward in the 18th century by biologists such as Darwin and Lamarck, as a way to find good
solutions when given specific goals and constraints. At the highest conceptual level, artificial
evolution creates a population of initial solutions, evaluates how good they are in terms of an
objective, then selects the best among them and stochastically adjusts their parameters (often
recombining two or more solutions together) to create a new population of offspring. This
evaluation, selection, genetic change and reinsertion (see Figure 42) is carried out over multiple
generations until the population converges towards better solutions.

Evolutionary computation has over 50 years of history!®® and is one of the pillars of

computational intelligence (along with machine learning and reinforcement learning). In terms
of the problems that artificial evolution is often called to solve, extensive focus has been placed
on evolving computer programs that are able to carry out computations with a fairly freeform
underlying structure, as well as numerical optimisation tasks where the potential of artificial
evolution to reach global optimal solutions is most advantageous. Unlike machine learning,
artificial evolution explores the search space stochastically, often maintaining a population of
solutions.

117 A, Juliani, et al. "Unity: A general platform for intelligent agents." arXiv preprint arXiv:1809.02627 (2018).
118 K, A. De Jong. Evolutionary Computation: A Unified Approach. MIT Press, Cambridge, MA, USA. 2006
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Figure 42: Evolutionary learning general concept**°,

In the media sector, artificial evolution has often been used to automatically or semi-
automatically generate computational art. Some of the earliest instances of evolutionary art
were the line drawings of Dawkin’s Biomorph'?° (Figure 43) and Karl Sims’ evolved computer
programs that could generate 2D or 3D plants or 2D images?. The stochastic nature of artificial
evolution, which allows for more wide exploration of the solution space compared to gradient
descent, has made them particularly popular for the research of computational creativity*?.

=2 : —]] 5

Figure 43: Dawkin’s Biomorph*?, arguably the first instance of evolutionary art.

115 Figure adapted from A. Doku, FitJSP - Fancy Interactive tool for Job-Scheduling problems (2020):
https://blog.arinti.be/fitisp-fancy-interactive-tool-for-job-scheduling-problems-791a9f6453ff

120 R, Dawkins. The blind watchmaker: Why the evidence of evolution reveals a universe without design. W.W. Norton
& Co, New York, NY, USA. 1987.

121K, Sims. Artificial evolution for computer graphics. In Proceedings of the 18th SIGGRAPH. Association for Computing
Machinery, New York, NY, USA, 1991.

1225, Colton, R. Lopez de Mantaras & O. Stock. Computational Creativity: Coming of Age. Al Magazine, 30(3), 11. 2009.
123 |mage source: Wikipedia - https://en.wikipedia.org/wiki/File:BiomorphBounce.png
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Computational creativity is “the philosophy, science and engineering of computational systems
which, by taking on particular responsibilities, exhibit behaviours that unbiased observers would
deem to be creative”??. Research in computational creativity often follows the paradigms
established around human creativity, such as the concept of “p-creativity” (psychological
creativity), when a creator considers their creations novel and valuable regardless of whether
others would agree, and “h-creativity” (historical creativity), which introduces previously
unimagined ideas or inventions into the world. Applications of computational creativity focus on
artistic expression, including visual art (see for example Figure 43, Figure 44 and Figure 45),
music, narrative, humor and poetry'?*. Unlike numerical optimisation, however, formulating
what constitutes “quality”, “novelty” or a “valid solution” in computational creativity and
evolutionary art raises significant challenges and debates'?.

What is Picbreeder?

i cbreeder
S e O@*@O*Q@*Q"Q*Cﬂ}*w

Home | Getting Started | St images | Forums | Ne e | About | Legal Terms | Contact

Quickpiay Console

Start
Stanch Scratch

Famiy Tree. Famay Tree Custom Products | | Custom Products

eye ,uu Face i

Figure 44: PicBreeder'?® uses neuroevolution to produce images that multiple users can interact with,
evolve further, and evaluate through a public website.

When applying evolutionary computation to the media sector and towards computational
creativity more broadly, a major challenge is assessing the quality of generated content in such
aesthetic-oriented, subjective domains, in order e.g. to guide the generator towards better
content. It is not surprising that some of the early work in evolutionary art rely on a human

124 S, Colton & G. Wiggins. Computational creativity: The final frontier?. Frontiers in Artificial Intelligence and
Applications. 2012.

125 G, Ritchie. Some empirical criteria for attributing creativity to a computer program. Minds and Machines, 17:76—
99, 2007

126 J, Secretan, N. Beato, D.B. D'Ambrosio, A. Rodriguez, A. Campbell, J. T. Folsom-Kovarik, and K. O. Stanley. 2011.
Picbreeder: A case study in collaborative evolutionary exploration of design space. Evol. Comput. 19, 3 (Fall 2011),
373-403. Image source: http://picbreeder.org/ (accessed 15 Dec. 2021)
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curator to guide evolution; similar practices in leveraging humans to perform interactive
evolution are still popular today (an example can be seen in Figure 44).

A core challenge of applying evolutionary computation in the media sector remains the
evaluation of quality. To guide artificial evolution towards better content, it is common to use
existing corpora such as human ratings!¥, classifiers between man-made and generated
images'?®, object recognition!?® (see also Figure 45) or models that match images with
language®®°.

Figure 45: Evolved grayscale images guided by an evaluation based on the certainty of a trained
classifier of human faces*3.,

1275, Baluja, D. Pomerleau, and T. Jochem. Towards automated artificial evolution for computer-generated images.
Musical networks, pages 341-370, 1999

128 p, Machado, J. Romero, A. Santos, A. Cardoso, and A. Pazos. On the development of evolutionary artificial artists.
Computers & Graphics, 31(6):818-826, 2007.

129 J, Correia, P. Machado, J. Romero, and A. Carballal. Evolving figurative images using expression-based evolutionary
art. In Proceedings of the International Conference on Computational Creativity, pages 24-31, 2013.

130 D, Norton, H. Darrell, and D. Ventura. Establishing appreciation in a creative system. In Proceedings of the
International Conference Computational Creativity, pages 26—35, 2010.

131 |mage source: P. Machado. 2021. Evolutionary art and design: representation, fitness and interaction. Proceedings
of the Genetic and Evolutionary Computation Conference Companion. Association for Computing Machinery, New
York, NY, USA, 1002-1031.
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Treating evolutionary search as an optimiser, when it comes to creative media content
generation, can be limiting and short-sighted. It is arguably impossible to adequately address
the problem of searching for a “best” solution in domains and problem spaces where “good” is
a subjective notion, as well as one that is deeply related to the context of use, intent, or current
trends in a community of human (or Al) artists. Searching for solutions that are different from
each other!*? can somehow mitigate this issue, by attempting to explore the space as thoroughly
as possible rather than towards short-term exploitation. In experiments with robotics, divergent
search has shown to be efficient in handling deceptive problems, where the final goal can only
be reached by passing through “bad” parts of the space according to a pre-constructed,
quantifiable notion of goodness’*?. However, what constitutes novelty in divergent search
algorithms, as well as how quality can be formulated and maintained in quality-diversity
algorithms remain open research challenges that can be as difficult to tackle as formulating an
objective function for such subjective domains.

Vignette: Designing new levels in a video game

Kiko is a game developer who wishes to design a new level for their upcoming game “The
Fabulous Journey”. Kiko works at a small game studio with only three developers (one
programmer, one artist, and one level designer). Due to their small team, if they wish to publish
“The Fabulous Journey” within the next two years they must rely on procedural content
generation. Therefore, “The Fabulous Journey” is a series of spatial challenges and Kiko is tasked
with designing these individual levels taking advantage of the power of the Al tool at their
disposal. This puts low demands on the artist with regards to creation of art assets, character
designs and animations since content is re-used throughout the levels, while the programmer
can focus on the gameplay mechanics that are persistent throughout all levels. Kiko sits down
to come up with an idea for the next level, starting up the Al tool and loading Kiko’s profile,
which contains all the history of their interaction and past designed and/or generated levels.
Kiko considers some of the planned mechanics that the programmer has suggested, and wants
to highlight a “wall-jump” mechanic that has not been very often used so far in past levels. The
programmer has already updated the Al tool to use the current version of the game which uses
the new mechanic, and has added a logger to count uses of “wall-jump” during a play session.
Kiko uses the graphic user interface of the Al tool to specify the constraints for the next task:
“use [wall-jump] [at least] [5] times” (text in brackets are options in drop-down lists). Kiko also
uses the graphic user interface to specify that they want to explore levels of different length,
and with different numbers of enemies. Kiko could also change what would qualify as the “best”
level, but they keep the same metric that the studio has been using throughout production,
which is the level that has the highest score after a simulation with an Al agent.

With everything setup, Kiko presses the Generate button and after a short while, a number of
level layouts start appearing on the screen. Kiko can wait until the system has produced all the

132 ), Lehman and K. O. Stanley, “Abandoning objectives: Evolution through the search for novelty alone,” Evolutionary
computation, vol. 19, no. 2, 2011
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best levels with few enemies, many enemies, short length, long length and any combination
thereof. Kiko can choose the computer-generated levels, and get summary statistics from the
simulation (such as score of the agent at the end of the level, number of times that each
mechanic was used, number of deaths by enemies, number of enemies killed etc.). Moreover,
Kiko can choose to watch the Al agent’s playthrough by re-running the simulation. Finally, Kiko
can choose to play through the level themselves. Kiko can also stop the Al generation earlier,
and select some of the levels that they prefer. Then Kiko can continue running the automated
process: the Al will generate levels more similar to Kiko’s selections. Alternatively, Kiko can enter
an editing tool and directly modify the levels generated by the Al. Once Kiko has finished editing,
they can playtest the level themselves or have an Al agent playtest it and report some summary
statistics of the simulation. Kiko can export the levels they created or some hand-picked
generated levels, and add them to the current version of the game. The programmer, artist, and
also Kiko can further edit these in future iterations (e.g. after more content or more code has
been produced) with or without the use of the Al tool.

Evolutionary computation is a powerful tool for exploring a large variety of designs. Coupled
with other computational intelligence algorithms, such as recommender systems and latent
representations, evolutionary computation can produce high-quality and personalised content
that is appropriate to show to a designer during their workflow. Often, such Al-provided ideation
mechanisms are used in early conceptual phases, allowing the designer to see many options but
leaving more room for human creativity and control during later stages of the design where
getting the details right is critical. Moreover, allowing the designer to keep their own artistic
vision of the final product is imperative: this can be facilitated by interfaces that customise the
initial parameters for exploration, by choosing specific examples that the user would prefer the
Al to move towards, or by manually editing interim products to help the Al start from a better
seed and move towards a better direction. All of these modes of interaction are described in the
vignette above.

Based on these properties and requirements for integrating evolutionary algorithms in the
design process, future research trends in this vein for the media sector will have to address four
main issues: (a) the type of representations that evolution can explore, (b) the way in which
quality and diversity are calculated, (c) ways of modelling designers in order for the Al to
produce more personalised artefacts, and (d) interaction paradigms for the users to be able to
view, control, and make use of the generated artefacts. The first two goals are likely best tackled
through deep learning methodologies which can produce a more compact representation that
evolution can more easily explore (compared to e.g. pixel-level representations), while
supervised and unsupervised learning can be used to train predictive models of an artifact’s
quality and a dataset’s diversity respectively. These predictive measures of quality and diversity
can be used instead of the current mathematically defined formulas for quality-diversity
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evolutionary algorithms. Early work has already started to explore this direction, in non-media

domains?®33.

The last two goals are as reliant on traditional human-computer interaction and user modelling
as they are on explainable Al research®, Research in this vein has so far focused on which of
the large number of generated content to show to a user, given the cognitive overload of too
many options. Moreover, early work has focused on personalising designer models in terms of
different prescriptive quality and diversity dimensions, based on which Al generated solutions
the user tends to select over unselected ones'®>. However, with the introduction of machine
learning in all aspects of the design pipeline (including the future trends of combining evolution
and latent vector representations discussed above), explaining to the designer why the level is
considered of good quality — or more importantly, why the system considers the level
appropriate for this designer — is vital for the designer to be able to trust the system and use it
for their creative work. Especially in domains where artistic vision and creativity are paramount,
the only opportunity for Al to be able to prompt co-creativity'3® is by providing an Al partner
that can be both supportive but also “honest” and transparent.

Public and academic attention in generative art has been largely driven by deep-learning-based
architectures. One can only expect that short-term future accomplishments in creative domains
such as images, music, and text generation will largely rely on these corpora-driven, trained
models and Al methods such as transformers?®’, generative adversarial networks!*® and style
transfer'®®, However, ensuring that evaluation of the quality of generated media is scientifically
robust and replicable remains an open challenge that will need to be addressed in the next 10
years. Theoretical constructs from computational creativity research'® can shed important light
on identifying the novelty and quality of such generated artworks. Standards for what
constitutes original and “authentic” are necessary not only for the purposes of ascertaining
intent and creativity but also for handling Intellectual Property and financial gain.

133 A, Cully. Autonomous skill discovery with quality-diversity and unsupervised descriptors. In Proceedings of the
Genetic and Evolutionary Computation Conference (GECCO '19). Association for Computing Machinery, New York,
NY, USA, 81-89. 2019

134 J, Zhu, A. Liapis, S. Risi, R. Bidarra and G. M. Youngblood, "Explainable Al for Designers: A Human-Centered
Perspective on Mixed-Initiative Co-Creation," Proceedings of the IEEE Conference on Computational Intelligence and
Games, 2018.

135 A, Liapis, G. N. Yannakakis and J. Togelius. Designer modeling for Sentient Sketchbook. Proceedings of the 2014
IEEE Conference on Computational Intelligence and Games, 2014.

136 G. N. Yannakakis, A. Liapis and C. Alexopoulos. Mixed-Initiative Co-Creativity. Proceedings of the 9th Conference
on the Foundations of Digital Games. 2014

137 T, Brown, et. al. Language Models are Few-Shot Learners. Advances in Neural Information Processing Systems 33.
2020.

138 |, Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio. Generative
adversarial networks. In Proceedings of the International Conference on Neural Information Processing Systems, 2014
139 Z. Hu, J. Jia, B. Liu, Y. Bu, and J. Fu. Aesthetic-Aware Image Style Transfer. In Proceedings of the 28th ACM
International Conference on Multimedia. Association for Computing Machinery, New York, NY, USA, 3320-3329.
2020.
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Beyond short-term accomplishments, integrating deep learning paradigms in interactive
evolution is expected to lead to more promising long-term accomplishments. The main benefit
of artificial evolution and specifically divergent or quality-diversity search would be that it
explores the possible set of solutions better, and can thus lead to more varied outcomes than
the gradient-based methods used currently. A major drawback of evolutionary computation is
that this additional exploration comes at a computational cost. Long-term hardware and
engineering developments that can parallelise such search processes can benefit the media
sector both by training better deep learning models through neuroevolution'® and by
generating a more diverse set of creative artefacts based on pre-trained representations**! and
driven by pre-trained or custom-trained evaluations of quality, diversity, appropriateness,
personal preference, and more.

5.3 Learning with scarce data

Contributors: Giuseppe Amato (CNR), Alejandro Moreo Fernandez (CNR), Hannes Fassold (JR),
Werner Bailer (JR), Mihai Dogariu (UPB)

The great success achieved during the last decade by deep learning based algorithms has been
supported simultaneously by the availability of massive amounts of training data, and high
performance GPU powered computing resources. However, there are applications where there
is a lack of high quality annotated training sets and performance of Al algorithms in these
scenarios is still a challenging issue.

Having a dataset of insufficient size for training usually leads to a model which is prone to
overfitting and performs poorly in practice. In many real-world applications based on
multimedia content analysis, it is simply not possible or not viable to gather and annotate such
a large training dataset. This may be due to the prohibitive cost of human annotation,
ownership/copyright issues of the data, or simply not having enough media content of a certain
kind available.

This still open problem has been addressed so far using various solutions, which can be roughly
classified into the following categories:

Transfer learning: Transfer learning aims at exploiting knowledge acquired while addressing a
problem to solve a related but different problem!*? (Figure 46). In the deep learning scenario,
this is generally obtained by using a pre-trained model (a deep neural network trained in a

140 K, O. Stanley and R. Miikkulainen. Evolving neural networks through augmenting topologies. Evol. Comput. 10, 2
(Summer 2002), 99-127. 2002.

141 M. C. Fontaine and S. Nikolaidis. Differentiable Quality Diversity. Proceedings of the 35th Conference on Neural
Information Processing Systems. 2021.

142 Fuzhen Zhuang, Zhiyuan Qi, Keyu Duan, Dongbo Xi, Yongchun Zhu, Hengshu Zhu, Hui Xiong, Qing He, A
Comprehensive Survey on Transfer Learning, arXiv:1911.02685v3, 2020
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certain applicative scenario) to address a new application. For instance, in a multimedia retrieval
setting, one can use a pre-trained deep neural network to extract features from images
belonging to a scenario different from the one where the pre-training was carried out. In
addition, the pre-trained model can be fine-tuned for the new scenario, by using just a few
samples available. In fact starting from a pre-trained network, it is possible to achieve high
performance in a new (yet similar) scenario with just a few annotated training samples. This
procedure moves toward techniques of domain adaptation and few-shot learning described
below.

Source task /
domain

Target task /
domain

Model A Model B

Knowledge

Figure 46: The process of transfer learning®*.

Domain adaptation: Most deep learning based methods require a large amount of labelled data
and make a common assumption: the training and testing data are drawn from the same
distribution. The direct transfer of the learned features between different domains does not
work very well because the distributions are different. Thus, a model trained on one domain,
named source, usually experiences a drastic drop in performance when applied on another
domain, named target. This problem is commonly referred to as Domain Shift*** (Figure 47).
Domain Adaptation is a common technique to address this problem. It adapts a trained neural
network by fine-tuning it with a new set of labelled data belonging to the new distribution.
However, in many real cases, gathering another collection of labelled data is expensive as well,
especially for tasks that imply per pixel annotations, like semantic or instance segmentation. In
this respect, solutions of Unsupervised Domain Adaptation (UDA)***% can be used, that do not
use labelled data from the target domain and rely only on supervision in the source domain.
Specifically, UDA takes a source labelled dataset and a target unlabelled one. The challenge here
is to automatically infer some knowledge from the target data to reduce the gap between the
two domains.

143 Image source: S. Ruder, The State of Transfer Learning in NLP (2019) https://ruder.io/state-of-transfer-learning-
in-nlp/index.html

144 Torralba, A. and Efros, A. (2011). Unbiased look at dataset bias. INCVPR 2011, pp. 1521-1528

145 Ganin, Y. and Lempitsky, V. (2015). Unsupervised domain adaptation by backpropagation. Proceedings of Machine
Learning Research, pp. 1180-1189, 2015.

146 |, Ciampi, C. Santiago, J.P. Costeira, C. Gennaro, G. Amato, Domain Adaptation for Traffic Density Estimation.
VISIGRAPP (5: VISAPP), 185-195, 2021
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Figure 47: Examples of domain shifts. (a) Day to Night, (b,c) Different points of view, (d) Synthetic
to real data¥’.

Few-shot learning: Few-shot learning denotes deep learning approaches which are explicitly
designed to learn from only a few samples per class, starting from a pre-trained model (trained
on base classes)*. Typically, one to ten samples per class are provided for the novel classes for
which training data is scarce. Few-shot learning methods can be applied to different tasks, like
image classification, object detection or semantic segmentation. The existing approaches can be
categorised roughly into data augmentation methods, metric learning methods and meta-
learning methods. Data augmentation / hallucination methods generate more samples from the
few existing ones, e.g. via image synthesis with GANs (Generative Adversarial Networks). Metric
learning / embedding methods work by embedding the sample (feature) into a metric space and
doing the classification in this space. Meta-learning / optimisation methods aim to pre-train a
learner (classifier) so that it can be quickly transformed to the new task setting (e.g., different
classes, different domain) in few training steps, enabling it to classify the novel classes.

Self-supervised Learning: Self-supervised learning (SSL) aims at learning from unlabelled data,
in a way which is similar to how most of the knowledge learned by humans is believed to be
acquired. The idea is to perform a pre-training phase of the network parameters by resorting to
an auxiliary task. Examples of these tasks may include trying to reconstruct randomly masked
patches from real images®, trying to identify randomly masked terms from natural language
sentences or deciding whether two sentences are consecutive or not!®, to name a few. A

147 Source image from: L. Ciampi, C. Santiago, J.P. Costeira, C. Gennaro, G. Amato, Domain Adaptation for Traffic
Density Estimation. VISIGRAPP (5: VISAPP), 2021, 185-195

148 Yaging Wang, Quanming Yao, James Kwok, Lionel M. Ni, Generalizing from a Few Examples: A Survey on Few-Shot
Learning, arXiv:1904.05046v3 , 2020

143 Hinton, G. E., Osindero, S., and Teh, Y.-W. A fast learning algorithm for deep belief nets. Neural computation,
18(7):1527- 1554, 2006.

150 Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv
preprint arXiv:1810.04805 (2018).
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notorious case of SSL is called “Contrastive SSL” ***>2 and consists of solving an auxiliary task
defined upon positive and negative pair examples which are generated in an unsupervised way
around the concepts of “same” and “different”. The method consists of producing variations of
data items (e.g., in the realm of computer vision, by applying rotations, colour or tone variations,
etc.) that are assumed to preserve the original class label (e.g., an image of a rotated bird is still
to be classified as a bird) despite the fact that the label itself is unknown (e.g., even if the image
is not tagged as containing a bird). The problem is then translated to learn to distinguish
between the “same” and “different” concepts, by minimising the distance between positive
pairs and maximising the distance between negative pairs (the contrastive loss). While the self-
supervised phase is typically carried out using as many unlabelled data as possible, the resulting
network is ultimately fine-tuned using the (likely few) annotated data at one’s disposal.

Synthetic data generation: Although a large amount of annotated data is already available and
successfully used to produce important academic results and commercially viable products,
there is still a huge number of scenarios where laborious human intervention is required to
produce high-quality training sets. To address this problem and make up for the lack of
annotated examples, the research community has begun to increasingly leverage the use of
programmable virtual scenarios to generate synthetic visual data sets as well as associated
annotations. For example, in image-based deep learning techniques, the use of a modern
rendering engine (i.e. capable of producing photo-realistic images) has proven to be a valuable
tool for the automatic generation of large data sets'®® (Figure 48). The advantages of this
approach are remarkable. In addition to making up for the lack of data sets in some particular
application domains, these synthetic datasets do not create problems with existing laws about
the privacy of individuals related to facial detection, such as the General Data Protection
Regulation (GDPR). These techniques have been successfully used in scenarios that include self-
driving cars, the detection of safety equipment, the detection of fire arms, etc. They can also be
of great help in the media sector to quickly develop solutions able to analyse data to classify and
recognise events, objects, actions, which were not considered before and for which no training
sets are readily available.

151 Jaiswal, Ashish, et al. "A survey on contrastive self-supervised learning." Technologies 9.1 (2021): 2.

152 Chen, Ting, et al. "A simple framework for contrastive learning of visual representations." International conference
on machine learning. PMLR, 2020.

153 M. Di Benedetto, F. Carrara, E. Meloni, G. Amato, F. Falchi, C. Gennaro, Learning accurate personal protective
equipment detection from virtual worlds, Multimedia Tools and Applications 80 (15), 23241-23253
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Figure 48: Examples of synthetically generated images that can be used for training Al models*>*,

Research during the last decades has provided significant advancements in Al. However learning
in scenarios with scarce data, still represents a serious challenge and an opportunity for further
research directions.

Nowadays, plenty of pre-trained models specialised to work with specific media and specific
applicative scenarios are available. One difficulty, typically encountered, is the choice of the best
pre-trained model to be used as a starting point to execute transfer learning or domain
adaptation. Different models can lead to different performance in different application domains
and in some cases several trial-and-error attempts have to be executed to achieve satisfactory
results.

In addition, a challenging research direction might be transferring knowledge inferred from a
media, to a different one. For instance transferring knowledge acquired in image analysis to
analyse different media, such as 3D models, or even text. Cross-modal solutions are being used
to allow searching for images using text, or vice versa. Can we extend these methods to cross-
modal transfer learning? For instance, is it possible to learn how to extract knowledge from
images, once we know how to extract knowledge from text?

In real applications, we also observe a gap between the common practice used to set up
benchmarks for research purposes and the real scenarios. For instance, in case of few-shot
learning techniques, we can observe three main aspects, where the setup of benchmarking
problems (and thus the methods described in literature, as well as the existing implementations
available from the research community) deviate from the practical requirements of using few-
shot learning in media use cases:

e The typical setup of the problem is posed as n-way k-shot, i.e. a problem with n classes
and k samples per shot. However, in practice the number of samples per class that are
provided may differ.

154 |mage source: M. Di Benedetto, F. Carrara, E. Meloni, G. Amato, F. Falchi, C. Gennaro, Learning accurate personal
protective equipment detection from virtual worlds, Multimedia Tools and Applications 80 (15), 23241-23253
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e Thereis not afixed predefined dataset, but the set for base classes will contain a mixture
of third party and maybe own proprietary data for some classes, while the novel classes
are mined from own or third party media content (e.g., web sites). Thus, the concept of
a dataset is fluid and the available data will evolve over time.

e (Classes need to be added incrementally, which requires creating balanced training sets,
but approaches should aim to keep the training effort low. This again means that there
is no fixed notion of a dataset, but the dataset needs to be updated on the fly via some
sort of incremental learning.

Vignette: Tagging and learning new classes for audio-casual content search

Valerie and Theodor are working in the archive of a large broadcaster. Valerie is responsible for
supporting the journalists and editors in the newsroom of the broadcaster looking for content,
whereas Theodor documents content arriving in the archive with automatically and manually
generated metadata. Based on the incoming queries from the newsroom for material of a
certain kind (e.g. showing a certain person / location / object / entity), Valerie does a search in
the broadcaster’s archive for proper material and returns matching video clips to the newsroom
editors. Due to the large size of the video archive (> 1 million hours), an exhaustive content-
based search cannot be done in the provided timeslot. Therefore, usually the search in the
archive is done by searching for certain (textual) metadata tags derived from the associated
query. For a successful search, this means that it is crucial that new content which is added to
the video collection is annotated properly (documented with the proper concepts). Of course, a
concise manual annotation of a video is a very time-consuming process, therefore Theodor
employs a semi-automatic workflow with the help of an Al tagging engine. The Al tagging engine
employs automatic video analysis methods (object detection, face recognition etc.) internally
and proposes a list of metadata tags based on the result of the video analysis. These proposed
metadata tags are now inspected by Theodor and either accepted or discarded by him.

In February 2020, a new virus named SARS-CoV-2 has appeared suddenly and is spreading very
fast throughout the world. Therefore, nearly every day the broadcaster is reporting in its news
program about this new virus, which has the potential for a pandemic. Consequently, also
Valerie is getting queries for content related to SARS-CoV-2 every day from the newsroom.
Besides other related content (such as queries for street shots with people wearing face masks),
the editors in the newsroom are also interested in video content which is showing visualisations
of the SARS-CoV-2 virus with the characteristic spikes on its surface. As this kind of object is not
existing yet in the Al tagging engine, it is not able yet to automatically detect and tag the object
“SARS-CoV-2 virus” in a video. Which means more work for Theodor, as he has to tag the new
object class manually. But the Al tagging engine provides a comfortable mechanism for
incrementally adding new object classes, via few-shot learning. For this, all Theodor has to do is
to provide a few (five to ten) images of the desired object class that he has annotated in recent
days. After that, the new object class is incrementally trained in very short time (less than 15
minutes), and the updated Al tagging engine is now able to detect and automatically tag also
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the object class “SARS-CoV-2 virus shape” in video content. He will now tag a few of those face
masks, to also support it in the object detector, and being able to discriminate between street
scenes where people wear masks or not. As face masks are more challenging to identify visually,
more samples are needed to increase the robustness, but those can be obtained from tracking
faces throughout the video, and thus obtain a variety of poses of the masks.

In the media sector, technological solutions should constantly be aligned to the evolution of
global affairs. Consider, for instance, news production: Media companies, in this case, should
immediately intercept new emerging trends, new hot topics, and new relevant events.
Accordingly, an Al system, analyzing the continuous flow of multimedia digital information
constantly generated, cannot rely on pre-determined tools of analysis, but they have to be
constantly updated and trained with the scarce and noisy data at hand.

As an intuitive example, imagine a face recognition tool that has to intercept pictures of a person
who just recently became popular for some reason and who was unknown until yesterday. A
pre-trained model of a face recogniser would not be able to recognise unknown people.
Therefore, analysis tools (classifiers, face recognisers, etc.) should be immediately updated to
be able to react quickly to this. Similar examples can be done, considering text, image, and video
classifiers, that are supposed to identify occurrences of media related to new emerging topics
or to detect fakes and disinformation in social media.

Effective solutions able to learn with scarce data allow media companies to immediately react
to the occurrence of new emerging topics and be able to effectively detect media related to
them, with minimum effort, minimum delay, and high accuracy.

In the future, we will need Al tools that are able to learn from the user with as little effort as
possible. Nowadays, most of the effort needed to produce accurate Al tools relies in the
preparation of a high-quality training set. In the future, solutions that learn from noisy and
evolving data, in a trustable and reliable way, might represent the real goal. Solutions based on
reinforcement learning and learning with scarce data go in this direction and can provide a
significant step forward in Al.

Humans learn from their daily experiences and from interactions with other humans. Once we
become experienced in a field, we require little effort and training to adapt to new related tasks.
In addition, working in a team can further improve our skills.

We can imagine adopting a similar paradigm also in Al systems in the next decade. We can
imagine an ecosystem of Al tools that interact and continuously improve their performance by
autonomously learning from other tools and from available (possibly scarce) data, by constantly
staying up to date with the most recent and emerging skills they need for their assigned tasks.
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5.4 Transformers for computer vision tasks

Contributors: loannis Pitas (AUTH), Vasileios Mygdalis (AUTH)

During the last decade, we have experienced the vast power of different types of deep neural
networks in a variety of application tasks. Transformer models constitute a novel type of artificial
neural networks that joined the family of already well-established neural network architectures
such as multi-layer perceptrons (MLPs), convolutional neural networks (CNNs), recurrent neural
networks (RNNs) and many more. Transformers>®, originally introduced for language machine
translation, demonstrated unprecedented performances in a range of NLP tasks such as text
classification, text summarisation and question/answering systems. One such famous language
model is the GPT model from OpenAl**®, which is capable of generating text that is rather
difficult to determine whether or not it is written by a human. Following the breakthroughs in
the NLP domain, a great interest emerged from the computer vision community in order to
adapt Transformer models in computer vision. To this extent, during the last two years,
Transformers have been applied in some standard computer vision tasks achieving superior
results.

So far, CNNs have been the de-facto approach for tackling computer vision tasks. However, the
convolution operation comes with certain shortcomings, including their inefficacy to capture
long-range dependencies such as relations between pixels in an image that are distant. For
example, an early convolution layer of a model trained to recognise faces can encode
information about whether certain face features such as “eyes”, “mouth” or “nose” are present
in an image, but these representations will not contain information such as “eyes are above
nose” or “mouth are below nose”. The formidable power of Transformers, on the other hand,
derives from the attention operation. Inspired by the concept that humans tend to pay
attention to certain factors when processing information, the attention mechanism was
developed in order to direct neural networks to focus only on important parts of the input data
(Figure 49). The attention mechanism utilises an entire image as context, as opposed to the
convolution operation which is meant to operate on a small fix-sized region at a time. Moreover,
the attention mechanism enhances the most important parts of an image while simultaneously
discarding the rest. Despite their apparent higher complexity, Transformer models with
attention have yielded state-of-the-art results in some standard computer vision tasks such as
image recognition, object detection, image segmentation, image generation and much more.

155 A, Vaswani et al., “Attention is all you need,” in Advances in neural information processing systems, pp. 5998—
6008, 2017.
156 T, B. Brown et al., “Language models are few-shot learners,” arXiv preprint arXiv:2005.14165, 2020.
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Figure 49: Visualisation of the attention operation applied on images **.

Despite their excellent performance in the aforementioned visual tasks, Transformer models
suffer from certain challenges and limitations associated with their applicability to practical
settings. Perhaps their most prominent bottlenecks include a) the requirement of a vast amount
of data (either labelled or unlabelled) for training purposes, and b) the associated high
computational complexities derived from the attention operation.

As far as the first bottleneck is concerned, it has been shown that, depending on the visual task
at hand a Transformer model requires from a few hundred thousand to hundreds of millions
training images. For example, the ViT model*® requires over 300 million of image examples in
order to achieve comparable performance on the ImageNet benchmark dataset. It is obvious
that for many specific applications (e.g., the recognition or detection of a rare animal species) it
is not possible to obtain the required amount of training images. In such a scenario a common
trick is to utilise information from a pre-trained model that has been trained with adequate
training samples in a different domain (see section 5.3).

The second bottleneck is strictly related to the high time and memory costs imposed by the
attention operation. As already discussed, attention utilises the entire images in order to extract
meaningful information regarding their relations. Furthermore, it is obvious that when dealing
with images the working dimensional space can grow exponentially and so do the
aforementioned costs. This can lead to high training and inference times that in certain cases
become unacceptable. However, the questions of designing efficient, low-complexity

157 Image taken from: X. Hou et al., "Saliency detection: a spectral residual approach," Proc. IEEE CVPR, p. 4270292,
June 2007.

158 |, Dosovitskiy et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” arXiv preprint
arXiv:2010.11929, 2020.
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Transformers that can moreover work in a data-efficient manner are open research problems
and recent works report encouraging steps towards their resolution.

Vignette: Visual content retrieval/manipulation in large video archives & productivity
enhancement

Albert is working for a televised news broadcaster and is responsible for creating short video
clips/segments that will thereby be shown during the typical evening news report. It is Friday
noon, and there was a devastating flood in Thailand that took place just a few hours ago that
demolished 50 buildings. His manager Mary asked him to edit a short 45-second video clip to
cover the story for today’s evening live broadcast. At the time, Albert had access only to a 10-
second short video clip obtained by a mobile phone at the scene, and he should enrich it by
incorporating content from a wealth of previously covered clips covering the theme “flood” from
all over the world, stored in the broadcaster archives. Unfortunately for him though, the archive
was not well documented thus he did not know which of the archived video material included
floods with building demolitions. To retrieve similar video content, he runs a Transformer-based
computer vision model where he employs the short clip of the mobile phone as a query. During
his lunch break, the system ran through the broadcaster’s rich archive and retrieved the most
visually similar video segments. The retrieval was accurate because it recognised semantic
information from the mobile phone clip (i.e., building, water) and matched it with the one from
the stored material. However, the archived video segments were in a different resolution
compared to the one captured by the mobile phone. This is not a problem for Albert though,
because another model smooths out visual inconsistencies and creates a visually pleasing and
coherent video result, in terms of automatic brightness adjustment, colour restoration and
image upsampling. Within a short time-frame, Albert carefully stitches the video segments, adds
some visual effects and his work is effectively done.

It becomes apparent that Transformer networks are all geared up to dominate the world of
computer vision as more and more institutes and companies are attracting their attention. Since
their introduction for simple computer vision tasks, such as image recognition, Transformers
have been applied to some more advanced and complex tasks such as object detection®®, object
tracking'®, image/instance segmentation!®® and depth estimation!®2, All of the aforementioned
tasks can be applied to a wide range of real-life applications, from agriculture and road

159 N. Carion et al., “End-to-end object detection with transformers,” arXiv preprint arXiv:2005.12872, 2020.

160 T, Meinhardt et al., “TrackFormer: Multi-Object Tracking with Transformers”, arXiv preprint arXiv:2101.02702,
2021.

161 | Ye et al., “Cross-modal self-attention network for referring image segmentation,” in Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, 2019.

162 | Zhaoshuo, et al. "Revisiting stereo depth estimation from a sequence-to-sequence perspective with
transformers." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2021.
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inspection to traffic surveillance and search and rescue missions. The complete or even partial
automation of such applications enabled by Transformers can eliminate or minimise any
associated logistic costs, complicated requirements and personnel involved.

Another important computer vision field which Transformer-based neural networks have
excelled is that of image generation'®®, This field consists of several interesting subfields such as
image style transfer, image colourisation, image reconstructions, image super-resolution, and
image synthesis (Figure 50). It has been demonstrated that Transformer models are able to
generate coherent and realistic images or even artistic-like ones that can subsequently assist in
the creation of a whole range of media content such as graphics for computer games or even
real-action and animated movies and news videos. This increased interest in visual content
generation is also amplified by the ever-expanding use of image/video-based social media
platforms such as Instagram and TikTok where users are always excited and thrilled for the
creation of new content.
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Figure 50: Image reconstruction with Transformer model*%*,

Right now, Transformer neural networks represent one of the field’s most promising present-
day advances. The research on this novel type of deep neural networks is attracting more and
more attention both from the academia and the industry and this attention is expected to rise
significantly as, per many leading pioneers, we have only just scratched the surface. Inspired by
their successes in a wide range of different individual downstream tasks, such as modelling

163 Y, Jiang et al., “TransGAN: Two Pure Transformers Can Make One Strong GAN, and That Can Scale Up”, arXiv
preprint arXiv:2102.07074, 2021

164 Image taken from: M. Chen, et al. "Generative pretraining from pixels." International Conference on
Machine Learning. PMLR, 2020
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natural language, images, proteins and behaviour amongst few the trend has shifted towards
exploring ways to constitute Transformers as universal computation engines so that a single
trained model can generalise and solve a number of multiple tasks from different data domains.
Transformer networks are enabling a variety of new applications and their continuous rise is a
critical and important factor in the advancement of Al in the future years.

More specifically, in the next 5 years, we expect that Transformer-based architectures will
become the norm in semantic metadata extraction and content retrieval, having important
applications in the media industry for video archiving and indexing. In addition, within the next
10 years, due to their ability to model spatio-temporal and multi-modal relationships in a
structured manner, they will become very useful in audiovisual data summarisation and will
foster the automation of workflows in audiovisual content creation.

5.5 Causality and machine learning

Contributors: Filareti Tsalakanidou (CERTH)

During the last two decades, machine learning algorithms have had enormous success in
prediction tasks that require high-dimensional inputs, including computer vision and natural
language processing. This success can be attributed to “large-scale pattern recognition on
suitably collected independent and identically distributed data”!®>. However, in the real world
there’s very little control on data distributions, which may cause for example object detection
algorithms to fail in the presence of illumination and pose variations or camera noise, issues that
humans can overcome with no or very limited effort due to their inherent ability to generalise
and also transfer their knowledge from one setting or domain to another.

The ability to generalise or adapt is only one of the current shortcomings of machine learning.
Another limitation is explainability. Currently, ML models are mostly black boxes that produce
predictions or recommendations without usually being able to provide a clear explanation as to
why they predict A instead of B. This may not be considered much of a problem when an online
bookstore recommends a science fiction book instead of a history book but it becomes vital
when medical, economic, social or environmental predictions or recommendations are made
that have real tangible impact on people’s lives. Attempts for interpretation mainly focus on
how the ML model works, not how the world works thus failing to give an answer to the why
question. Why one predicted outcome is more possible than another? Why one
recommendation may be better for a specific person?

165 B, Scholkopf et al., "Toward Causal Representation Learning," in Proceedings of the IEEE, vol. 109, no.
5, pp. 612-634, May 2021, doi: 10.1109/JPROC.2021.3058954.
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Moreover, what current Al systems are missing is the ability to understand cause-and-effect
(causal) relationships between actions and to consider counterfactuals, i.e. engage in what-if
guestions about possible past and future chains of events that would lead to different outcomes.
This fundamental element of human intelligence, and a key to human evolution, is still missing
from Al systems, limiting their ability for independent and autonomous decision-making.

Causality (or cause and effect) is the “relation between two events, one of which is the
consequence (or effect) of the other (cause)”!%®. Cognition of causality is fundamental to human
development. Humans start to understand such cause-effect relations from infancy, by
observing the world around them and learning to predict/expect the consequences of different
actions and events. Research has shown that as young as 6 months old, infants are able to
“categorically perceive motion events along causal dimensions in addition to spatial and
temporal dimensions”%’,

T USED 10 THINK, THEN I Took A | | SOUNDS LIKE THE
CORRELATION JHPUED STﬁnqacs CLASS. cmss HELPED.
CAUSATION. Now I DON'T WELL, MHYBE

07 15919

Figure 51: Correlation and causation (comic by Randall Munroe%).

Unlike humans, however, machine learning algorithms struggle with causality, failing to
understand and determine even basic causal inferences. Take a video of Rafael Nadal and Roger
Federer playing tennis as an example'®®. A human can understand that when Nadal’s racket
clashes with the tennis ball it will cause the ball to change its direction and go back to Federer’s
side. They are also able to consider counterfactuals, e.g. what would happen if Federer’s shot
was too low or too high for Nadal to hit the ball and how would that affect the game. Trained
with millions of examples, ML algorithms can segment thousands of such video frames in
seconds, detect and label different objects like humans, racquets, balls and nets in real-time,
provide accurate video summaries or audio-to-text transcriptions but have difficulties in
understanding basic causal relationships that a toddler can intuitively comprehend. As explained
above, this difficulty is inherited in ML approaches and is a result of the main assumptions and
learning tactics adopted by such methods.

166 Bender, A. (2020) What Is Causal Cognition? Frontiers in Psychology 11(3). doi: 10.3389/fpsyg.2020.00003

167 Muentener, P., and Bonawitz, E. B. (2017). “The development of causal reasoning” in The Oxford handbook of
causal reasoning. ed. M. R. Waldmann (New York: Oxford University Press), 677—698.

168 [||ustration from XKCD available at https://xkcd.com/552

169 Example inspired by B. Dickson, Why machine learning struggles with causality (2021):
https://bdtechtalks.com/2021/03/15/machine-learning-causality/
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Traditional ML approaches are excellent in identifying patterns and associations (correlations in
the collected data) and predicting outcomes given a sufficient amount of data. However, to
really take Al research to the next level and address the limitations of ML, we need to combine
such traditional techniques with causal inference methods so as to be able to move beyond
simple correlations to identification of causes thus, being able to answer why something
happens and also transfer the acquired knowledge about causes and effects to other relevant
domains (Figure 51).

Causality is discussed in J. Pearl’s “The Book of Why: The New Science of Cause and Effect”*”,
which argues about the need to move beyond existing data-centric ML approaches and endow
Al with causation capabilities. Pearl proposes the Ladder of Causation, which constitutes a
three-step approach to achieve real Al (Figure 52). The first step is “seeing”; here Al can learn
from data and find associations that allows it to make accurate predictions. For example, the
editorial board of a newspaper would like to predict which of the candidate guest opinion
articles will produce the most reader engagement based on past data of user engagement with
their website and social media. This is where the majority of ML algorithms currently operate,
offering statistical predictions that are only accurate if the conditions remain the same. In our
example, a recommender trained with past article engagement data would have failed to offer
an accurate prediction about the interestingness of a medical article on viruses when the
pandemic had just begun.

Counterfactuals

Imagining

Interventions What if | had done ... ?
Why?

o L4

Doing
Associations What would I do ... ?
Seeing How?

What if | see ... ?

Figure 52: The Ladder of Causation*’*

Second step is “doing”, which involves interventional reasoning, i.e. trying to predict the
outcomes of specific actions (interventions) that change the current conditions. For example,

170 Judea Pearl and Dana Mackenzie. 2018. The Book of Why: The New Science of Cause and Effect (1st. ed.). Basic
Books, Inc., USA.

171 1mage taken form Carey, Alycia & Wu, Xintao. (2022). The Fairness Field Guide: Perspectives from Social and Formal
Sciences (source file: https://www.researchgate.net/figure/Pearls-Ladder-of-Causation-The-first-rung-associations-
only-allows-predictions-based fig2 357875366)
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the editorial board considers publishing more articles of younger guest columnists inspired by
music and entertainment industry trends — how will this decision affect readership among older
audiences; will it attract younger audiences? In terms of machine learning, we are dealing with
a distribution shift that changes the underlying conditions and thus the statistical relations
between variables. Obviously, this type of prediction requires the development of a causal
model that understands the causal relations that affect reader engagement with an article,
considering many different variables.

The third step is “imagining” and involves counterfactual reasoning, i.e. examining different
scenarios of what could have happened if the conditions were different. For example, the
editorial board would like to know what the effect on readership would have been, had they not
published so many articles critiquing the government before the last election. These kinds of
predictions require causal models that depend also on unobserved data. They are critical in Al
since they allow to reflect on past decisions and test hypotheses.

Causal Al is still in a nascent state but the field is expected to grow significantly in the next years,
aiming to overcome existing ML limitations and deliver more human-like machine intelligence.
Unlike machine learning models, causal models describe the causal mechanism of a system
based on observed data, a set of variables and assumptions. They are able to incorporate data
distribution changes when interventions are applied to the system thus being better in
generalising than ML models'’2. The main approaches proposed include Causal Bayesian
Networks (CBN) and Structural Equation Modelling (SEM)*”3. These causal models comprise of a
statistical model and a causal graph that reveals the causal relations between the different
variables. To identify the causal relations, two types of search algorithms are proposed’*: the
first exploits conditional independence relations in the data to find a Markov equivalence class
of directed causal structures; the second finds a unique causal structure under certain
assumptions, considering a noise term that is independent from causes. Newest methods try to
exploit deep learning techniques to recognise simple cause-and-effect relationships’. Recently,
Netflix proposed computational causal inference (CompCl) as an interdisciplinary field across
causal inference, algorithms design, and numerical computing that “addresses engineering
needs and human needs for scalability, and directly benefits the deepening relationship between

172 ), Ramachandran, Causal Learning — The Next Frontier in the Advancement of Al (2021):
https://www.course5i.com/blogs/causal-learning-in-ai/

173 peter Spirtes (2010). Introduction to Causal Inference. Journal of Machine Learning Research 11(54), 1643-1662.
174 Glymour, C., Zhang, K., & Spirtes, P. (2019). Review of Causal Discovery Methods Based on Graphical
Models. Frontiers in genetics, 10, 524. https://doi.org/10.3389/fgene.2019.00524

175Y.Bengio, T. Deleu, N. Rahaman, R. Ke, S. Lachapelle, O. Bilaniuk, A. Goyal, C. Pal (2020). A meta-transfer objective
for learning to disentangle causal mechanisms in Int. Conf. on Learning Representations 2020 (ICLR2020),
https://openreview.net/pdf?id=ryxWIgBFPS
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experimentation and personalisation in products and algorithms”'’®. Recent surveys on causal
discovery'’”17® provide a good overview on both background theory and proposed methods.

Identifying causality in real-world settings by exploiting the recent breakthroughs in deep
learning and data science is the main challenge of the field. This will hopefully allow efficient
understanding of the underlying relations of different variables and thus of how a real-world
system, physical or other, operates as a whole. The integration of causal reasoning and inference
has the potential to improve the generalisation capabilities of Al and facilitate easy domain
adaptation, exploiting the identified causal relations between variables. For example, in the
game industry agents currently have to learn to play a game from scratch, even if the game is of
the same genre and includes similar strategies. Causal Al can help distill previous knowledge in
new games, similarly to a young gamer that uses her previous playing experience but also other
life experiences to play a new game. An additional challenge that causal Al inspires to address is
explainability of current ML methods, aiming to demystify and provide clear explanations on
how decisions are made and actions are driven in Al systems that currently seem like a black box
to the average user and in many cases to the experts that have developed them.

Fairness and bias mitigation is another challenge of Al systems where causality can help.
According to J. Loftus'’®, fairness and causal inference are dual problems since in causal
inference, you try to understand the effect of a certain variable while in fairness you try to make
a certain variable (like gender or race) not have any effect. To this end, counterfactual fairness
in models can be ensured by using causal models.® As M. Kusner points out'’®, causal models
will allow “to reimagine any individual as a different race or gender, or any different attribute,
and make a prediction on that imagined person.” Ensuring that algorithmic outcomes are the
same in the real world and a 'counterfactual world' will lead to fairer Al.

According to J. Bengio, one of the pioneers of deep learning, after the great success of ML-based
Al what we need now are “machines that understand the world, that build good world models,
that understand cause and effect, and can act in the world to acquire knowledge” 81182,

Vignette 1: Making successful programming choices in big TV networks

176 Jeffrey C. Wong (2020). “Computational Causal Inference”, Netflix: https://arxiv.org/abs/2007.10979

177 Glymour, C., Zhang, K., & Spirtes, P. (2019). Review of Causal Discovery Methods Based on Graphical
Models. Frontiers in genetics, 10, 524. https://doi.org/10.3389/fgene.2019.00524

178 Matthew J. Vowels, Necati Cihan Camgoz and Richard Bowden (2021), D'ya like DAGs? A Survey on Structure
Learning and Causal Discovery, https://arxiv.org/abs/2103.02582v2

173 The Alan Turing Institute, Fairer algorithm-led decisions (2018): https://www.turing.ac.uk/research/impact-
stories/fairer-algorithm-led-decisions

180 M. Kusner, J. Loftus, C. Russell, R. Silva, Counterfactual fairness (2018) at https://arxiv.org/abs/1703.06856

181 B, Dickson, System 2 deep learning: The next step toward artificial general intelligence (2019):
https://bdtechtalks.com/2019/12/23/yoshua-bengio-neurips-2019-deep-learning/

182 YouTube video “Yoshua Bengio: From System 1 Deep Learning to System 2 Deep Learning (NeurlPS 2019)":
https://www.youtube.com/watch?v=T3sxeTgT4qc&ab channel=LexClips
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Emilia is the Head of the Entertainment section of a TV network and she has to make a lot of
different decisions on a daily basis: select the pilots they will order to series, order new pilots
based on submitted scenarios, make decisions about casting of new shows, adjust programming
to increase ratings, select which shows will be offered in the network’s streaming platform,
decide which shows need further promotion and what kind of promotion, envisage ways to beat
the competition, etc. Emilia and her team are assisted by an Al TV programming assistant with
causal capabilities. The assistant has been trained with heterogeneous historic user engagement
data (TV ratings, ratings on sites like Rotten Tomatoes and IMDB, online reviews by TV critics
and audience, social media comments, screenings with live audience, surveys, etc.) for the
network but also other networks, streaming services, production companies and content
creators/ distributors, etc. and integrates causal models from different domains (like
psychology, social sciences, advertisement, etc.). Given that the ratings of the prime-time zone
on Thursday evenings have been dropping recently, Emilia needs to make quick changes to the
schedule. To this end, she asks the Al assistant to determine the possible causes for this drop.
The assistant identifies two main causes: the legal drama at the 9:00-10:00 pm slot seems to
have caused a lot of online critique for promoting an image of the legal and incarceration system
that contradicts the living experiences of many people in minority communities while also failing
to embrace diversity in terms of casting. In addition, in a competitor network a new sci-fi series
seems to draw the younger audience to that channel.

Emilia is faced with different questions. To beat the competition, should she re-schedule the
legal drama to another night and put in its place a high-ratings adventure series with significant
following among young audiences that currently plays on Mondays? Will that cause the ratings
of the adventure series to temporarily fall? How will it affect advertisers? Or should she urgently
put on the Thursday time-slot one of the new shows that were scheduled for later this year?
Which one of these shows has the potential to beat the competitors’ sci-fi show? Why is the
audience drawn to that show? With regard to the critique for the legal drama, would different
storylines be enough? Or should they also introduce new cast members? The Al assistant is able
to examine these scenarios and estimate the outcome on ratings based on a series of
intervention and counterfactual scenarios. Based on the analysis, Emilia decides to promote one
of the new shows in the Thursday timeslot, taking her chances with a romantic comedy with sci-
fi elements and a diverse cast that seems to appeal to a young female audience. In addition, she
decides to give the green light for changes in the cast of the legal drama based on the
suggestions offered by the Al assistant about the profile of new cast members and a relevant
analysis of how different elements of diversity affect ratings on different audiences.

Vignette 2: Improving newspaper readership and newsroom operation using causal Al for
successful editorial choices

Ariadne is the new Editor in Chief of a big newspaper. She was hired because both readership
and online engagement of users had dropped considerably while trust in the medium as
estimated by a relevant survey had fallen significantly. Ariadne must analyse the reasons why
this happened and take measures to reverse the situation. She is assisted by an Al newsroom
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assistant that provides a full analysis on the main reasons readership has fallen. The report
includes interesting findings: the audience has stopped reading the articles of specific political
commentators because they consider them partisan; articles about the pandemic attract fewer
readers because readers are tired of the newspaper’s highly-negative coverage; younger
audiences consider the newspaper ‘old” because of lack of diversity and different voices; online
audiences are not satisfied by the format of the online experience, etc. Ariadne decides that a
revamp is in order but first wants to understand how journalistic and editorial decisions were
made up to now. The newsroom assistant offers a causal analysis of the factors that influence
the journalistic choices of different editors and journalists in the newsroom, offering evidence
of influence by political interests and of biases with regard to gender and age. Ariadne considers
the evidence provided and makes some first decisions to re-assign journalists to different topics
and enforce stricter rules with regard to non-partisan coverage of political news. In addition, she
considers hiring a new group of diverse journalists to cover social issues but also entertainment
and media, aiming to engage younger readers and adopt a less political profile for the
newspaper. Ariadne also hires a graphical designer to redesign the newspaper website aiming
to maximise appeal on younger but also older audiences. Using causal inference, the Al
newsroom assistant as well as an Al user experience assistant (an Al system that uses causal
inference to estimate the impact of platform design changes to user experience and test
counterfactual scenarios) estimate how these interventions may affect readership and
engagement among different demographics as well as advertisement. After a few months, the
decisions made by Ariadne are re-evaluated and a set of counterfactual questions is examined
by the Al assistants to estimate what could have been different if different decisions were made.

Causality can be a game changer in the media sector in several ways. We highlight some of these
opportunities with an eye to Al4Media use cases:

e Improve personalisation of services and increase user engagement by capturing the
causal relations between services, offered content, user interfaces, user profile/
behaviour, global/local trends, advertisement strategies, etc.

e Enhance recommender systems by a) identifying causal relationships between user
attributes, user choices, and media content to estimate the user reaction when exposed
to different content, b) mitigating biases through counterfactual testing, c) explaining
why specific content was recommended.

e Help the fight against disinformation by understanding the mechanisms for
disinformation spread and influence on social media (including disinformation topic,
susceptibility of different groups of people, role of networks of friends, role of
politician/political ideology/polarisation, impact of social media and traditional media,
format of disinformation content, effect of fact-checking etc.) exploiting existing
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knowledge from psychology and social sciences'®184, In addition, it can improve the
trustworthiness of existing deepfake or disinformation detection tools by providing
explanations on why some content is considered false or fabricated.

e Understand how journalistic and editorial decisions are made and which are the
factors that influence them the most, by considering personal behaviours in the
newsroom, media  organisation structure and codes of conduct,
political/social/economic national and international environment, influence of
advertisers or economic and political interests, public opinion trends, cultural
differences, systemic biases etc.'®

e Improve general or targeted advertisement and customise campaigns for different
products or issues by detecting the main drivers that will convince different groups of
customers and estimating the impact of different campaign strategies based on these
findings.

e Produce automatic summaries of movies, sports or user videos that will explain not
only who or what we see but how the action or inaction of different characters affects
the plot or what relationships the different characters form between them.

e Solve the generalisation problem of current object detection algorithms thus allowing
detection of objects in different settings and under different conditions and improving
significantly search efficiency in large audiovisual databases.

e Improve and facilitate game design by a) allowing gaming experience from one game
to be transferred to another, b) integrating causal models for real-world social
interactions to the gaming environment to improve human-machine interaction and
allow for natural story-telling, c) identifying why different groups or types of players
interact in different ways or adopt different strategies, aiming to maximise satisfaction
and engagement, d) estimate how adoption of different game rules, strategies or
capabilities will affect player engagement, e) estimate how different game elements
may affect the mental health of users exploiting existing knowledge from psychology.8

e Remove bias and improve explainability of content moderation systems by
understanding whether moderation policies are biased against specific groups or beliefs
and by providing explanations about why some content is automatically removed.
Causal reasoning and counterfactuals can also help refine moderation strategies by
estimating the impact of moderation policy changes and assessing past decisions.

183 | y Cheng, Ruocheng Guo, Kai Shu, Huan Liu, Causal Understanding of Fake News Dissemination on Social Media
(2021) at_https://arxiv.org/abs/2010.10580

184 S, T. Smith, E. K. Kao, D. C. Shah, O. Simek and D. B. Rubin, "Influence Estimation on Social Media Networks Using
Causal Inference," 2018 IEEE Statistical Signal Processing Workshop (SSP), 2018, pp. 328-332, doi:
10.1109/55P.2018.8450823

185 Lukas P. Otto and Isabella Glogger (2020) Expanding the Methodological Toolbox: Factorial Surveys in Journalism
Research. Journalism Studies 21, 947-965.

186 Katarina Gyllenback, Putting into play — A model of causal cognition on game design (2018):
https://katarinagyllenback.com/2018/12/17/putting-into-play/
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In the next couple of decades, Al applications will be endowed with causal and inference
capabilities, while repositories of causal models will be available, modelling everyday
phenomena but also expert concepts thus allowing the development of new Al systems with
efficient understanding of causes and effects in new domains. Al systems will be able to discover
new causal models and to verify and improve them based on ML and collected evidence from
active experimentation in a new media domain 87188

5.6 Al at the edge

Contributors: Symeon Papadopoulos (CERTH), Emmanouil Krasanakis (CERTH)

Technological improvements of the last decades have led to a widespread adoption of smart
devices, such as mobile phones and sensors, in everyday life. For example, there are over 3
billion Android devices'® that run software catering to a variety of needs, such as web surfing,
creation and consumption of multimedia, social networking, and analysis of sensor data that
range from weather readings to biometric ones. Many software products make use of Al
breakthroughs to enhance user experience, for instance by recommending multimedia content
or social interactions and automatically generating short description or tag summaries. These
operations are often supported by central services, which are accessed through internet
endpoints and store and process user data, for example for the purposes of retrieving those
upon request or performing Al inference.

The above-described dependence on central endpoints makes software reliant on third-party
infrastructure and services that make users hand over control of their private data. However, in
our increasingly digital societies, the needs for data privacy, confidentiality and ownership, as
well as for secure data exchanges with trustworthy parties are of paramount importance. To this
end, an increasingly popular alternative to centralised data processing that addresses these
concerns is to perform in-device data processing and employ privacy-aware communication
schemes between devices that do not expose internal user data. Additional perks of this
approach include robustness against downtime of centralised infrastructure (e.g., the 2021
Facebook outage had serious ramifications around the globe'®) and the ability to deploy
software and its accompanying Al to places with limited or restricted internet access (e.g., areas

187 K. Hartnett, To Build Truly Intelligent Machines, Teach Them Cause and Effect (2018):
https://www.quantamagazine.org/to-build-truly-intelligent-machines-teach-them-cause-and-effect-20180515/

188 ¥, Gil and B. Selman. A 20-Year Community Roadmap for Artificial Intelligence Research in the US. Computing
Community Consortium (CCC) and Association for the Advancement of Artificial Intelligence (AAAIl). Released August
6, 2019. arXiv:1908.02624 https://cra.org/ccc/resources/workshop-reports/

189 A, Kranz, There are over 3 billion active Android device (2021):
https://www.theverge.com/2021/5/18/22440813/android-devices-active-number-smartphones-google-2021

150 A, Asher-Schapiro and F. Teixeira, Facebook down: What the outage meant for the developing world (2021):
https://news.trust.org/item/20211005204816-qzjft/
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stricken by natural calamities, warzones, regimes where internet activity is monitored). Since
devices lie at the “edge” of communication networks (e.g. of the Internet, but the same
principles hold true in local networks without external connectivity) the paradigm of (partial or
full) in-device data processing is referred to as edge computing (Figure 53).
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Figure 53: Al at the Edge basic concept. Cloud servers and edge devices can perform local
computations or help each other learn through implicit communication paths (dashed red arrows)
even if they are not on the same local networks.

Existing research to support Al on the edge can be roughly categorised into three directions,
which differ in their degree of autonomy:

On-device inference. This aims to deploy Al models with pre-trained parameters to edge devices
by replicating inference computations on data residing there. For example, this may take the
form of image processing software that performs object recognition or automated tagging
without external dependencies. Effectively, inference endpoints are made obsolete by bringing
respective computations inside devices, where the latter make inferences autonomously but
rely on central services to deploy the trained models. Related research aims to support the
deployment of Al on device hardware with new compatibility frameworks (e.g., TensorFlow Lite
for mobile GPUs®!) and create models that fit device resources, for example by supporting low-
end hardware or “compressing” the number of trained parameters to reduce memory and
processing requirements.%?

Distributed learning. This organises Al model training across several devices by making it
independent of where computations are being performed. For instance, a popular paradigm of

181 TensorFlow Lite: https://www.tensorflow.org/lite
192 Ogden, Samuel S., and Tian Guo. "{MODI}: Mobile deep inference made efficient by edge computing." {USENIX}
Workshop on Hot Topics in Edge Computing (HotEdge 18). 2018.
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doing so is federated learning®®3, which designates one device (e.g., a centralised service) as the
trained Al model’s host that orchestrates a learning process and lets other devices perform
training operations (e.g., gradient calculations) in their own local data. Devices then share back
parameter updates to be combined by the orchestrator and are sent copies of the updated
model. Distributed learning can be considered as semi-autonomous, because it requires an
initialisation process to organise the communication network, but devices run independently.
At the same time, it is popular for leveraging the high computational power of relay or cloud
servers to learn at scales and speeds unimaginable by centralised computing. An important
consideration many distributed systems already address is that devices performing
computations may have gathered confidential data, such as medical records, in which case
privacy-preserving protocols are employed to make it practically impossible to replicate source
data at other devices or the model’s host.

Decentralised learning. In this paradigm, fragments of Al models are trained on devices to
approximate the outcome of centralised training. Devices do not follow predetermined
communication topologies but create unstructured communication links, i.e. which devices
communicate is not known at the algorithm design time but only once Al tools are deployed.
Existing decentralised learning protocols either consider fixed high-throughput communication
overlays (unknown at design time)¥*'% or require the ability to communicate between devices
and randomly selected others'®®'%7, a design referred to as gossip learning. In both cases,
communicating devices perform model fragment training based on local data and repeatedly
average trained parameters between neighbors. Thanks to the conceptual simplicity of this
practice, decentralised learning algorithms are often deployed in peer-to-peer communication
networks to train model fragments that tightly approximate centralised learning.

Al at the edge provides a promising alternative to existing technological solutions that cope well
with the increase in data scale and privacy concerns. However, there remain a lot of open
guestions over how to support it in real-world scenarios. Below, we outline promising directions
that future research can address to support widespread adoption of Al at the edge beyond
specialised environments (e.g., distributed learning of cloud or relay servers) to edge devices
that see everyday use.

193 McMahan, Brendan, et al. "Communication-efficient learning of deep networks from decentralized data."
Artificial intelligence and statistics. PMLR, 2017.

194 Koloskova, Anastasia, Sebastian Stich, and Martin Jaggi. "Decentralized stochastic optimization and gossip
algorithms with compressed communication." International Conference on Machine Learning. PMLR, 2019.

195 Niwa, Kenta, et al. "Edge-consensus learning: Deep learning on P2P networks with nonhomogeneous data."
Proceedings of the 26th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. 2020.

19 Heged(s, Istvan, Gabor Danner, and Mark Jelasity. "Decentralized learning works: An empirical comparison of
gossip learning and federated learning." Journal of Parallel and Distributed Computing 148 (2021): 109-124.

197 Hu, Chenghao, Jingyan Jiang, and Zhi Wang. "Decentralized federated learning: A segmented gossip approach."
arXiv preprint arXiv:1908.07782 (2019).
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Accountability. Distributed and decentralised Al are trained across multiple devices. Thus,
determining accountability is a pressing issue, as there is no single entity responsible for the
outcome. Without accountability, even highly accurate Al is difficult to port to high-stakes
settings, such as for example in automated medical diagnosis systems!®. This task is made
doubly challenging compared to centralised Al accountability, because different devices could
make different conclusions for the same data. At the very least, it is important to dissuade “lazy”
practices that lead to harmful (e.g. discriminatory) Al behaviour due to replicating and even
accentuating real-world biases (see data heterogeneity challenges).

Bandwidth limits. Distributed and decentralised learning require continuous model gradient or
parameter exchanges. At the same time, pre-trained model sizes grow proportionally to the
number of their parameters. Hence, more complex machine learning models with billions of
parameters may be impractical to deploy through traditional platforms or learning through non-
centralised computing. This issue could be projected to the future too, if new computing
technologies evolve before communication ones, as has been the trend so far. Preliminary works
in this direction address bandwidth limits for gossip learning by performing information
exchanges in smaller chunks at the cost of slower learning. Compressing model information
during decentralised learning remains an open challenge that can help support more complex
models.

Data heterogeneity. Most distributed and decentralised learning approaches consider
homogeneous distributions of data across edge devices (e.g., spreading data samples to devices
without biases of which device gets which data). However, in practice, devices could differ in
terms of the data they collect, for example due to placement of sensors on different physical
locations or different preferences of mobile device users. Thus, research must take care to
prevent imbalances in the types of local data from becoming biases of local Al model fragments.
To make matters worse, these could also be difficult to detect with macro-evaluation (e.g.,
averaging) of model fragment results.. Gossip learning systemically addresses this challenge by
making sure that random pairs of devices exchange parameters, but this comes at the steep cost
of requiring constant device availability (accentuating the impact of dynamic behaviour
challenges).

Domain transfer. Transfer learning?®® is a widespread paradigm in which trained Al models are

repurposed towards different predictive tasks by keeping large chunks of their parameters (e.g.
most neural layers) constant and training only the rest. This often helps learn new high-quality
models from limited data based on training on similar but larger datasets. For example, a
popular practice is to transfer image feature extraction layers of state-of-the-art models to new
tasks. This paradigm can be of particular interest for the deployment of pre-trained Al at the
edge that can be used to adapt to problems encountered by the device’s user. For example,
transfer learning can be used to locally turn object recognition software into a recommender

198 yetisen, Ali K., et al. "A smartphone algorithm with inter-phone repeatability for the analysis of colorimetric
tests." Sensors and actuators B: chemical 196 (2014): 156-160.

199 pan, Sinno Jialin, and Qiang Yang. "A survey on transfer learning." IEEE Transactions on knowledge and data
engineering 22.10 (2009): 1345-1359.
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system that learns from a mobile phone user’s stored image to locally refine image web search
results, for instance by re-ordering them, without exposing their data to others.

Dynamic behaviour. Current research on non-centralised Al either assumes fixed
communication topologies of beneficial characteristics or the ability to randomly communicate
with other nodes. However, communication links in the real world may be formed based on the
belowmentioned concept of homophily, in which case topologies are fixed but are unlikely to
exhibit the desired theoretical characteristics that lead to tight approximation of equivalent
centralised model training. At the same time, communication links between devices can be
unstable, for example due to users irregularly going online or offline or evolving social
relations?®. Thus, future research needs to address the evolving nature of communication
networks (e.g., of peer-to-peer networks), especially those whose links change with rates
comparable to learning convergence speed, and in which edge device availability is uncertain.

Homophily. Homophily refers to the tendency of complex network nodes (e.g., social media
users) to link with each other based on common attributes?®?. For example, social media friends
often have similar hobbies. Thus, device communications (e.g., in peer-to-peer networks) can
suffer from a relational type of bias. However, contrary to other risks, homophily, or other
relational properties for that matter, can also be leveraged by graph-based Al tools (e.g., graph
signal processing, graph neural networks) to make them more accurate. Overall, future research
on Al on the edge needs to acknowledge potential homophilous communications and either use
this property to improve predictions, or safeguard against potential biases. Notably, leveraging
homophily can even support hybrid approaches, where it used by decentralised devices to
improve pre-trained inference models

Hyper-parameter selection. This is a concern for decentralised distributed learning and gossip
learning approaches only, where there does not exist one central overseer to dictate model
hyper-parameters (e.g., the number of neural layers, latent feature dimensions), for example,
by comparing alternatives on a validation subset of data. In the case of distributed or gossip
learning, hyper-parameters can be selected a-priori through experiments on similar datasets,
but may not port well to new data once deployed in the wild. An elegant alternative would be
for decentralised Al to also learn its hyper-parameters on-the-fly through additional
decentralised processes. When doing this, it is important to create hyper-parameter selection
protocols of low computational complexity that do not require untenable training times.

Unequal device resources. The computing capabilities of devices on which Al is deployed may
vary and even be unknown at design time. Thus, a promising trend is to create adaptive models
that can make the best use of device resources, for example by providing many models for in-
device inference. In case of gossip learning, making use of many devices to train fragments of
models means that training is lightweight enough to be supported by even older devices.

200 Berta, Arpad, Vilmos Bilicki, and Mark Jelasity. "Defining and understanding smartphone churn over the internet:
a measurement study." 14-th IEEE International Conference on Peer-to-Peer Computing. IEEE, 2014.

201 McPherson, Miller, Lynn Smith-Lovin, and James M. Cook. "Birds of a feather: Homophily in social networks."
Annual review of sociology 27.1 (2001): 415-444.
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However, resource allocation may still be unequal in terms of available bandwidth.?°2 Overall,
research on resource usage needs to make sure that Al on the edge is not as weak as the lowest
computing capabilities of devices expected to run computations.

Vignette: Debunking fake news under an authoritarian regime using Al at the edge

Ann, Bob and Cale are journalists stationed inside the territory of an authoritarian regime. The
regime closely monitors internet activity and keeps producing disinformation content in order
to spread propaganda in its populace. All three journalists come across fake media on a daily
basis, although these are only a small portion of the regime’s continuous efforts at
disinformation, i.e., there are more pieces of fake media they do not come across. The
journalists aspire to support Al tools that, based on their annotations, would learn to identify
more pieces of disinformation to warn the populace. However, due to ongoing monitoring of
internet activity, doing so runs the risk of them being caught.

Luckily, all three journalists are users of a decentralised fake media detection platform. In this,
the users annotate (i.e. tag) media examples as fake or not and these annotations are fed to
decentralised learning algorithms to learn to distinguish fake media similar to the annotations.
The platform runs on a peer-to-peer network (e.g. that already circumvents part of monitoring
by encrypting its communication) that maintains privacy by fully obfuscating how users
contribute to the fake media detection algorithm. Furthermore, the platform is designed to send
user data only to trusted others.

Thus, the journalists can feel safe in providing high-quality annotations, which decentralised
algorithms will then collectively process so that the devices of all platform users would hold
fragments of predictive models that learn to distinguish whether viewed media content is fake
or not.

Edge computing can be a game changer in the way the media sector deploys Al models to enrich
media content with metadata and develop new user experiences. We highlight some of these
opportunities with an eye to Al4Media use cases:

e Create collectively trained Al models that process and learn from continuously
generated real-world data. For instance, these models could interact with the users to
obtain feedback on classification or recommendation goals; if only a portion of users are
willing to manually annotate data meant for their own consumption, then all devices
can make use of this information. We expect the increased privacy of Al to encourage
users to engage in this way, perhaps through software design opportunities (e.g., like
and dislike buttons in mobile applications) that would not be possible for fully
centralised systems.

202 Musaddig, Arslan, et al. "Reinforcement learning-enabled cross-layer optimization for low-power and lossy
networks under heterogeneous traffic patterns." Sensors 20.15 (2020): 4158.
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Reduce development and upkeep costs of Al tools by making use of the combined
computing power of their users’ devices to run calculations, i.e., media companies can
avoid inference costs and -in the cases of distributed or decentralised learning- model
maintenance costs (e.g., training with new data and re-deploying). This also means that
Al training can become more environmentally-friendly, as the already running resources
of edge devices are used.

Ensure data privacy and ownership by not allowing data to leave user devices. This can
help significantly promote trust of content users.

Create highly personalised media applications that take into account many aspects of
user lives that would be difficult to gather and get back with centralised architectures.
Personalise Al based on local user feedback.

Help fight disinformation by creating collectively managed environments that make use
of Al without the tampering of overseers.

Perform ongoing training that quickly adapts to changes in real-world data in safety-
critical systems. This is particularly useful against adversarial attacks that aim to fool Al
tools by circumventing current learned models. For example, decentralised learning
could provide protection against evolving disinformation and deepfake techniques by
leveraging new content flagged by users. Users could flag new types of fake content and
decentralised Al could immediately integrate this information in model training to also
flag similar content. This would be achieved without waiting for software updates
(bearing new versions of models) that take too long to deploy and could help stop
disinformation attacks long before they reach a critical mass of users to become
popular.

Allow smaller media organisations to compete on the Al front without requiring
expensive machinery or extensive data collection processes.

In the next 10 or 20 years, Al at edge will be able to make use of most data generated by edge
devices to capture multifaceted aspects of people’s lives without violating their privacy. Thus,
highly personalised and well-scaling Al will be able to enrich a new generation of human-

machine interactions, where trainable models (including those used in media applications) learn
from the collective experience of their target audiences and support learning tasks that are not
feasible by existing centralised computing.

5.7 Bioinspired learning

Contributors: Nicu Sebe (UNITN), Wei Wang (UNITN), Cigdem Beyan (UNITN), Marco Formentini
(UNITN), Kasim Sinan Yildirim (UNITN), Enver Sangineto (UNITN)
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During the last decade, the multimedia and computer vision research communities have
witnessed the revolution brought by deep artificial networks, which are inspired by the
biological visual system. However, there still exist discrepancies between deep networks and
biological ones. To advance beyond the current deep learning scheme, one needs to re-think
and re-model current deep network architectures by reverse engineering of the human visual
system including the cognitive patterns, neuron connections, and the capability of continual
learning.

Deep neural networks take inspiration from the human brain. The quick development of
computing platforms (e.g., Graphics Processing Unit?® (GPU) and Tensor Processing Unit?%*
(TPU)) provides strong computing power and paves the way to further development of Al. It has
been shown for object recognition?>20%207 tracking®®, image labelling?® and other fields that
features learned for a specific problem using deep convolutional neural networks (CNNs) show
much better performance than traditional machine learning approaches. Instead of splitting the
feature and classifier learning processes, CNNs supports end-to-end learning of the feature
extractor and classifier simultaneously. The end-to-end learning mechanism enables CNNs to
learn task-specific features automatically. The very first CNN model is LeNet?'° proposed in 1998.
Eventually, after nearly 15 years, with the help of powerful computing platforms (GPU, TPU),
ground-breaking models winning the ImageNet Large Scale Visual Recognition Challenge?'! were
established, including AlexNet?® in 2012, VGG19%® & GoogleNet?®® in 2014 and ResNet?” in
2015. Since then, no significant progress has been made and the new models are usually an
ensemble of previous models.

203 ), Sanders and E. Kandrot. CUDA by example: an introduction to general-purpose GPU programming. Addison-
Wesley Professional, 2010.

204 N, P. Jouppi, et al. In-datacenter performance analysis of a tensor processing unit. In International symposium on
computer architecture, pages 1-12, 2017.

205 A, Krizhevsky, I. Sutskever, and G. E Hinton. Imagenet classification with deep convolutional neural networks.
NeurlIPS, 25:1097-1105, 2012.

206 C.n Szegedy, et al. Going deeper with convolutions. In CVPR, pages 1-9, 2015.

207 Kaiming He, et al. Deep residual learning for image recognition. In CVPR, pages 770-778, 2016.

208 N, Wang and Dit-Yan Yeung. Learning a deep compact image representation for visual tracking. In NeurlPS, 2013
203 K, Simonyan and A.Zisserman. Very deep convolutional networks for large-scale image recognition. arXiv preprint
arXiv:1409.1556, 2014.

210 Yann LeCun, Leon Bottou, Yoshua Bengio, and Patrick Haffner. Gradient-based learning applied to document
recognition. Proceedings of the IEEE, 86(11):2278-2324, 1998.

211 Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image
database. In CVPR, pages 248-255, 2009.
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Figure 54: Evolution of CNN architectures %*2, The object recognition rate (%) of each network is
depicted as a bar.

The ImageNet competition made a large contribution to the development of Al. ImageNet is a
large visual database designed for visual object recognition research with more than 14 million
images. ImageNet runs an annual contest, i.e., the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC), where software programs compete with each other to correctly classify and
detect objects and scenes. Both the industry and research communities devote their energies in
the ILSVRC competition by making their CNN models deeper and wider. With the popularity of
CNNs, giant companies such as Google, Facebook, Microsoft, and Amazon also take active part
in the development of CNNs. Figure 54 above shows the evolution of CNN architectures. The bar
represents the object recognition error (smaller means better). We can observe that as the
network goes deeper, the performance keeps improving. With the network depth gradually
increasing from 8 to 152, the recognition error drops from 16.4% to 3.6%. Note that depth
increase does not necessarily lead to the increase of the number of parameters. However, in the
learning stage, the CNN model parameters and their intermediate features and gradients need
to be stored. Therefore, more memory is required to train the very deep CNN models, and for
example a 152 layer deep ResNet could drain out the memory and computing power of one
individual GPU. Later on, more complicated CNN models such as DenseNet?!3 needed to run on
GPU clusters in order to have enough memory to host the model. In other words, the limited
memory and computing power of the GPU have restricted the CNN models to go even deeper.
Therefore, how to optimise CNN architecture to achieve better performance without increasing
the memory and computing power consumption will be the main focus of the Al community in
the future. The solution lies in the reverse engineering of the human vision system.

To further advance the development of Al, computer science research scientists have tried to
mitigate the gap between artificial and biological neural networks. For instance, Geoffrey Hinton,

212 |mage source: OpenGenus, Evolution of CNN Architectures: LeNet, AlexNet, ZFNet, GoogleNet, VGG and ResNet
https://ig.opengenus.org/evolution-of-cnn-architectures/

213 Gao Huang, Zhuang Liu, Laurens Van Der Maaten, and Kilian Q Weinberger. Densely connected convolutional
networks. In CVPR, pages 4700-4708, 2017.
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the pioneer of Al, has published two open access research papers?*?1> on the theme of capsule

neural networks which can be used to better model hierarchical relationships. This approach is
an attempt to mimic the organisation of biological neural structures more closely. In the
meanwhile, from the neuroscience research community, many works on biologically inspired
artificial neural networks have been developed, such as the spiking neural networks?!®. All these
works share a similar vision, i.e., bringing more neural realism into deep networks and reducing
the differences between the artificial and biological neural networks. The human vision system
perceives the outside world in a more efficient way which is quite different from CNN models.
The main differences lie in i) recognition patterns, ii) network topological structures, and iii)
the memory mechanism.

To reduce the gap between deep neural networks and biological ones, we need to take a closer
look at their differences from three aspects: i) Is it possible to build an artificial neural network
that has the same cognitive pattern and behaves in the same way as the biological human visual
system? ii) Can we design a smarter artificial neural network by exploring diverse neural network
topologies that exist in the human brain? iii) Is it possible to enable the artificial network to have
a similar continual learning ability as a human?

To answer these three questions, the solution is to i) simulate the dual stream cognitive pattern
of human vision; ii) model the diverse topological structures of biological neuronal circuits; and
iii) explore the possibility of continual learning to reach a quite similar deep neural continual
learning ability as a human.

One fundamental principle in human cognitive patterns is that the human visual cortex
possesses two distinct streams i.e., ventral and dorsal as shown in Figure 55%'. The ventral
stream (‘what’ path- way) is involved in high-level perception?® (e.g., object/scene recognition)
while the dorsal stream (‘where’ pathway) is involved in spatial cognition. The two streams
correspond to the classic definition of computer vision proposed by David Marr?*® which is to
look at ‘what’ is ‘where’. In the context of computer vision, ‘what’ denotes object recognition
(object vision) and ‘where’ refers to 3D reconstruction and object localisation (spatial vision)?%°,
This paradigm guides the research in computer vision, but the spatial and object vision tasks are
usually studied independently. However, most deep networks, such as ResNet designed for

either classification, segmentation or object detection have focused on designing one-shot

2145, Sabour, N. Frosst, and G. Hinton. Dynamic routing between capsules. arXiv preprint arXiv:1710.09829, 2017

215 G. Hinton, S. Sabour, and N. Frosst. Matrix capsules with EM routing. In ICLR, 2018.

216 W/, Gerstner and W. Kistler. Spiking neuron models: Single neurons, populations, plasticity. Cambridge university
press, 2002.

217 D, Milner and M. Goodale. The visual brain in action, volume 27. OUP Oxford, 2006

218 | Cloutman. Interaction between dorsal and ventral processing streams: where, when and how? Brain and
language, 127(2):251-263, 2013

219D, Marr. Vision: A computational investigation into the human representation and processing of visual information.
1982.

220 M. Mishkin, L. Ungerleider, and K. Macko. Object vision and spatial vision: two cortical pathways. Trends in
neurosciences, 6:414-417, 1983.

D2.3 - Al technologies and applications in media: State of Play, Foresight, and 165
Research Directions



AI/{medlo

:':Z' ARTIFICIAL INTELLIGENCE FOR
E MEDLA AND T

methods, that is, algorithms that take an image as input, process it, and return an output without
any feedback loop. This is in contrast with what we know about the human vision system where
the two streams work collaboratively for the perception of the outside scene.

Frontal lob
rontal lobe Parietal lobe

Dorsal Visual Stream

“Where is it?”

Occipital lobe

(
Temporal lobe

Figure 55: Human vision system. The dorsal stream determines ‘where is it’ while the ventral stream
determines ‘what is it’. The two streams originate from a common source in the visual cortex.?**

Ventral Visual Stream
“What is it?”

./

This dichotomy shows that it is very necessary to design a dual stream recognition pattern for
recursive coarse-to-fine perception: the ventral network is in charge of high-level perception
while the dorsal network retrieves the memory associated with the ventral network and attends
to salient objects to refine the perception repeatedly. In this way, the dual stream networks
compose a cyclic loop and refine the perception progressively.

Second, the deep network neurons are activated non-linearly in the style of human neurons, but
some important topological structures are ignored, such as the recursive connection. Besides,
the biological neural network has very complex local topological structures as shown in Figure
56. Diverse combinations of these structures lead to various networks with diverse global
structures. Many classical modules in artificial networks can be viewed as simplified duplicates
of the biological neuronal circuits. For instance, the residual connection in ResNet can be viewed
as a special case of a parallel neuronal circuit??? (as shown in Figure 56(4)), in which there is only
one branch running in parallel with the main stem. Besides, the inception module in GoogleNet
can be viewed as the combination of diverging and converging circuits as shown in Figure 56 (1)
& (2).

This limited amount of artificial modules with simplified local topological structures has helped
the deep models to achieve remarkable performance in computer vision tasks. We can push it
one step further through modelling the neural circuits with rich topological structures, and thus
to design more powerful artificial modules which can model more complex functions. To bring
this into reality, we need to rely on the strong computing power of servers nested with GPU
clusters or TPUs. In the meanwhile, Al has defined its own advantages w.r.t. its electronic
computing platform, such as the speed, reconfigurability, parallelisation, and scalability. It has

221 |mage source: Wikipedia - https://en.wikipedia.org/wiki/File:Ventral-dorsal streams.svg
222 K, Saladin and R. McFarland. Human anatomy, volume 3. McGraw-Hill New York, 2008.
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the potential to surpass the cognitive intelligence it tries to mimic. For instance, our eyes can
only orient our gaze to one salient object at a time, while the computer can process different

regions in parallel.
¥
el )
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Figure 56: Biological neuron circuits.???

Moreover, in the real world, we are exposed to continuous streams of information. To adapt to
the changing environment, we are able to learn multiple tasks from dynamic data distributions
in a continuous manner. The ability to continually learn over time by accommodating new
knowledge while retaining the previously learned one is referred to as continual or lifelong
learning. In the context of Al, it means being able to smoothly update the artificial network to
perform more tasks but still being able to re-use and retain knowledge that has been previously
learned without forgetting it.

Hippocampus Cortex
@ Retrieval %
Sensory _ Short-term I Long-term
Information - Memory S Memory
Consolidation
Time ——— w--weeeeeo.. Rehearsal
Repetition

Figure 57: Dual memory system.

By studying Henry Molaison*** who was unable to form new memories after removing his

hippocampus to treat epilepsy, neuroscientists revealed the dual memory mechanism in our
brain which may play a vital role in continual learning. It is believed that the hippocampus has a
short-term memory and it is involved in rapid learning of new tasks. It encodes sparse
representations to minimise interference. In contrast, the neocortex has a slow learning rate

223 |mage taken from: Curtis DeFriez , "Chapter 12 Nervous Tissue" at https://slideplayer.com/slide/5964323/ (slide
89)
224The Brain Observatory, Deconstructing Henry, https://www.thebrainobservatory.org/projecthm
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and is involved in learning generalities by building overlapping representations of the learned
knowledge. As shown in Figure 57, knowledge is transferred from short-term memory to the
long-term storage memory via knowledge consolidation??>. The long-term memory can then be
recalled and reconsolidated??® due to neural plasticity??”, meaning that it can be adapted by
acquiring, refining, and transferring knowledge across multiple domains?®. The cooperation
between hippocampus and neocortex is key to learn high level regularised concepts and
memory, but the exact mechanisms are still not yet completely understood. To address the
catastrophic forgetting problem in continual learning, one solution is to model the dual memory
mechanism. Specifically, the regularised concepts that are shared across tasks will be
represented by an attribute dictionary, which will be stored in the long-term memory module.
The short-term memory module is allowed for gradually forgetting and it can keep learning new
attributes and transfer them to the attribute dictionary. By referring to the dictionary, novel
objects can be easily represented. For instance, with the following attributes: ‘shape like horse’
and ‘black-white’ ‘stripes, we are able to represent ‘zebra’.

Vignette 1: Al-enabled web-camera for highly realistic virtual interactions in the Metaverse

Marco is having a meeting with his friends. Because of the pandemic, they could not meet onsite.
Therefore, they have to stay in their own room and join an online 3D virtual meeting room in
which they project themselves as 3D-realistic avatars in the virtual 3D spaces. The webcam has
the same cognitive pattern as a human and it can synchronise the avatar and Marco when he
talks, moves, and interacts. When humans observe a scene, their eyes look into different
directions and orient their gaze to the location where a visual object has appeared. For example,
when observing a still face image, our eyes undergo a saccadic movement and re-target to
salient regions (see Figure 58). With an Al-enabled web-camera, the moving trajectory of
Marco’s pupils can be tracked in real time to know his gaze orientation. Together with the
sensors that detect his head movement, Marco’s views in the virtual environment can be
changed automatically. With the help of such a cognitive pattern, the webcam can capture all of
Marco’s movements and make the avatar come to life.

225Y, Dudai. The neurobiology of consolidations, or, how stable is the engram? Annu. Rev. Psychol., 55:51-86, 2004.
226 K, Nader, G. Schafe, and J. Le Doux. Fear memories require protein synthesis in the amygdala for reconsolidation
after retrieval. Nature, 406(6797):722-726, 2000.

227 E, Fuchs and G. Flugge. Adult neuroplasticity: more than 40 years of research. Neural plasticity, 2014, 2014.

228 A, Bremner, D. Lewkowicz, and C. Spence. Multisensory development. Oxford University Press, 2012.
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Figure 58: Saccadic eye movements.?*

Vignette 2: Playing video games with smart Al companions

John is wearing a virtual reality camera and is playing a game with an Al agent. After being
familiar with the rules, John can always win the game with the same strategy and he feels bored.
He then selects a smarter Al agent with the ability of continual learning. The smarter agent can
keep learning from mistakes without forgetting the experience learned previously. Similar to a
human, the Al agent can adapt itself by acquiring, refining, and transferring knowledge. After
each game, the Al agent will summarise the good strategies of good actions and bad strategies
of bad actions. These strategies and experiences are all stored in the long term memory unit of
the agent and it can behave more like a human. Therefore, John must come out with new
strategies to win the game. Moreover, the Al agent can keep evolving automatically and become
smarter by playing games with another smart Al agent. As such, John will not be bored anymore.

The progress of neuroscience and deep learning theory??, together with the development of
powerful computing platforms (from CPU to GPU and TPU), make up the basis for the
development of Al. The next evolution of social networking is to help bring the Metaverse to
life. One of its main characteristics is the use of 3D spaces that can let one socialise, learn,
collaborate and play in new ways. To bring this to life, 3D modelling is the key. Therefore, it is
very important for Al to understand the 3D world so that the 3D objects could be well
reconstructed in the virtual 3D spaces.

As humans, we naturally have the ability to extract 3D information using our dual stream visual
cognitive pattern. Figure 59 shows the dual stream visual cognitive pattern of a human. The
ventral stream recognises that the image shows a pair of shoes (left). Next, the dorsal stream
network will pay attention to the shoes and extract the 3D location (middle) and shape
information which is represented by the segmentation mask (right). By mimicking human visual
cognitive patterns, Al can better understand and reconstruct the 3D scenes and improve the user
experience.

229 |mage source: Wikipedia - https://en.wikipedia.org/wiki/Saccade#/media/File:Szakkad.jpg
230 Addam H Marblestone, Greg Wayne, and Konrad P Kording. Toward an integration of deep learning and
neuroscience. Frontiers in computational neuroscience, 10:94, 2016.
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Figure 59: Dual stream recognition example.?*!

Besides, social media has a huge amount of content in the format of videos, images, texts, etc.
It is very necessary to summarise these contents so that we can better categorise them and
present them to users. Even though we already have many deep neural networks to do the job,
they are usually only good at one media format. For instance, the network may be good at action
recognition in videos, but not good at face recognition. Therefore, it is very necessary to design
more powerful deep neural networks. One potential solution is to model the various topology
structures of the neurons in the human brain. In this way, the deep neural networks may be good
at multiple tasks across different media formats. Moreover, the world is changing dynamically,
and new knowledge keeps coming out. It is also very important for the deep neural networks to
learn continuously to adapt themselves by acquiring new knowledge, refining them, and
transferring them across multiple domains.

Instead of focusing on pursuing high performance and fast speed relying on the target
computing resources (e.g., GPUs, embedded devices), in the future, Al will copy the processes
that underlie the way a biological system thinks and remembers and will take them one step
closer to a real living biological system. By rethinking the artificial networks from the view of
the biological system and the reverse engineering of the human visual system based on the
basic theories discovered by neuroscientists, Al will behave in a more similar way as humans.

The long-term vision of Al is to enable artificial networks to process and perceive visual
information like the human visual system and to learn knowledge continually like the human
brain (next 5-10 years). By pushing the artificial network closer to the biological one, it might be
easier to integrate artificial networks into biological ones. This will also have great potential to
replace damaged brain sectors or make our brain more powerful by planting artificial circuits
into it (next 10-20 years).

231 |mage source: MediaPipe - https://google.github.io/mediapipe/solutions/objectron.html
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5.8 Quantum computing

Contributors: Artur Garcia (BSC)

With Moore’s Law failing and anticipated to flatten by 20252%2, three different evolution paths
have been predicted for post-exascale systems. One path considers the development of ever
more specialised architectures and advanced packaging technologies that arrange existing
building blocks in new ways (next 10 years after exascale); another path considers the
development of CMOS-based devices that extend into the third, or vertical, dimension and on
improving materials and transistors that will enhance performance by creating more efficient
underlying logic devices (next 20 years); the third axis represents opportunities to develop new
models of computation, such as neuro-inspired or quantum computing, which solve problems
that are not well addressed by digital computing. Exploiting the microscopic properties of
matter, as described by quantum mechanics, opens the door for a completely novel formulation
of information processing tasks. Quantum computation™® emerges as a revolutionary
technology, with the expectation to have deep impact on fundamental and applied aspects of
computation, ranging from exponential speedups of complex computations, to a reduced cost
and power consumption compared to major supercomputers.

Figure 60: Quantum computer ?**,

232 ), Shalf. "The future of computing beyond Moore’s law." Philosophical Transactions of the Royal Society A 378, no.
2166 (2020): 20190061.

233 M. Nielsen and I. Chuang, Quantum Computation and Quantum Information, Cambridge University Press (2000)
234 |mage source: IBM Newsroom - https://newsroom.ibm.com/media-

center?keywords=quantum#gallery gallery 0:21747
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Since quantum computers are neither cheap nor easy to build, classical simulation is a valuable
method for efficient simulation of quantum algorithms. For example, quantum devices are
affected by noise which currently is a significant limitation to enhance their capabilities. Classical
simulation tools are a must to understand noise sources and improve the performance of
guantum algorithms. These tools overcome the fundamental limitation of measurement of
qguantum states, offering a deep insight into how a quantum computer works. Furthermore,
classical quantum circuit simulation gives in-depth information about how future quantum
machines will behave, reducing the cost to build and maintain them. Thus, improving classical
simulation tools will help to better understand and to optimise quantum devices. Also, these
simulations play a crucial role in the development of novel quantum algorithms.

However, these advantages come at a significant cost. The simulation of a quantum circuit is
exponentially expensive with its size, thus requiring the power of High-Performance Computing
(HPC) technologies even for small instances?®. For example, one work®® reports the usage of
196 TBytes (the whole available nodes’ memory) for a 42 qubits circuit simulation while
another?®’ reports HPC simulations of 49-qubit hard random quantum circuits (RQC) on 4,600
out of 4,608 nodes of the Summit supercomputer, the second largest supercomputer in the
world according to the Top500 list of June 2021238, Hard instances emerge as a combination of
properties of the quantum circuit, more importantly its width (N, number of qubits) and depth
(D), its simulation complexity depends on its product NxD and also on the resulting connections
between qubits. While easy instances can be solved with current approaches, hard instances do
not fit in current HPC systems making the simulation unfeasible. The use of HPC technologies is
a crucial element in the design of new quantum devices, which will take a huge importance in
the next few years to improve their quality.

Recent efforts to establish the computational power of quantum computers relate their
capabilities to classical computers using computational complexity, where one classifies a given
problem based on the efficiency with which we are able to solve it. There exist quantum
algorithms for classical problems that are much better than any known classical algorithm?39:240,
even if they are too complex for the current quantum devices. Recently, proposed Noisy
Intermediate-Scale Quantum (NISQ) devices have approached the breaking point of quantum

235Y, Zhou, M. Stoudenmire, and X. Waintal. "What limits the simulation of quantum computers?." Physical Review X
10, no. 4 (2020): 041038

236 G.G. Guerreschi, J. Hogaboam, F. Baruffa, and N. Sawaya. "Intel Quantum Simulator: A cloud-ready high-
performance simulator of quantum circuits." Quantum Science and Technology 5, no. 3 (2020): 034007

237 Villalonga et al. "Establishing the quantum supremacy frontier with a 281 pflop/s simulation." Quantum Science
and Technology 5, no. 3 (2020): 034003

238 TOP500 The list (2021): https://www.top500.0rg/lists/top500/2021/06/

239 |, Grover. “A fast quantum mechanical algorithm for database search”. In:STOC '96.1996.

240 p, Shor. “Polynomial-Time Algorithms for Prime Factorization and Discrete Logarithms on a Quantum Computer”.
In:SIAM Journal on Computing 26.5 (Oct. 1997), pp. 1484-1509. issn: 1095-7111.d0i:10.1137/
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advantage?*?%?, where they perform simulations that cannot be done efficiently on a classical

computer. In general, finding the problems that offer such an advantage on quantum computers
and why is at the core of theoretical research in the field. These quantum devices have been
implemented using different quantum technologies, and quantum advantage has been shown
for superconducting circuits and photonic devices.

Simulation of quantum circuits has been recently leveraged to support the claims of supremacy
of quantum computations over their classical counterparts. Afterwards, these claims have been
revisited, showing the need of a general effort to establish the full potential of HPC systems to
simulate quantum circuits. The use of tensor networks for quantum computing simulation is
relatively new, however already identified as the leading approach. Igor L. Markov and Yaoyun
Shi first acknowledged the power of tensor networks for quantum computing simulation and
the tensor contraction the more common and complex operation?®. While there are
implementations of software simulation of quantum circuits using tensor networks, there is a
general lack of methodologies to use HPC systems to simulate very large tensor networks.

A major research challenge is to define in a solid way the computing capabilities of quantum
computers against current technologies in practical problems. These problems have to be
selected to be of practical interest, yet needing a large computational power. Among these
applications, one identifies machine learning related operations as those interesting to boost
with advanced technologies such as quantum computing. However, finding a quantum
algorithm suitable for these tasks is just a first step in a series of technological challenges. The
final one, namely constructing an operational quantum computer in the lab, is a major challenge
in our current manipulation of systems in the microscale.

Vignette: Analysing gigantic image datasets with the help of quantum computing

Lisa is a researcher in a small Al startup analysing an enormous dataset of images for object
recognition to build an Al model for a public service media organisation that wishes to exploit
their vast audiovisual archives. Unfortunately, the available computing resources are running
out of free space. However, a subroutine of her pipeline has been improved with a quantum
version. This variant allows a large speedup assuming data can be loaded efficiently to a
guantum device. Fortunately, Lisa has access to a cloud account for a nearby research institute
where classical and quantum machines run together in hybrid systems. She uploads the data to
the hybrid cloud device and runs the pipeline. The novel quantum algorithm performs very well
and the boost is significant, despite the overhead loading and unloading the data to the quantum
device. More tests will be required to assess the scope of this speedup in the following datasets,

241 Han-Sen Zhong et al. “Quantum computational advantage using photons”. Science 370.6523(2020), pp. 1460-1463
242 F_ Arute et al. "Quantum supremacy using a programmable superconducting processor." Nature 574, no. 7779
(2019): 505-510

243 | Markov and Y. Shi. “Simulating quantum computation by contracting tensor networks”, SIAM Journal on
Computing, 38(3):963-981, 2008
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as these keep growing in size. Fortunately, due to low energy requirements and short duration
of the quantum computations, the dataserver runs on green energy and is not raising prices
since last year.

A major resource in data manipulation using Al is computational power. Dataset size is a major
indicator of the complexity, but also the intrinsic hardness of a particular problem can be a major
hurdle to reach a good solution. Reaching to alternative computing technologies is becoming a
popular study for fields reaching a saturation of their available resources.

For providing better solutions with quantum devices performing Al tasks, with processing
capabilities for large datasets of text, images, and media in general, one needs to develop novel
qguantum algorithms, i.e. algorithms intended to run on a quantum device. These novel
algorithms are hard to formulate, and the community has been only able to produce a few.
However, with more implementations of real quantum computers, one expects an increasing
interest of researchers for the possibilities of these novel formulations.

Among other interesting avenues of research, quantum formulation of classical algorithms
allows an alternative approach to well-known numerical methods. However, this novel point of
view has provided important insight, and even improvements, over these methods**. With
these quantum inspired algorithms, with clear applications to data science, one may benefit
from the power of the quantum formulation of an algorithm, without the need to execute them
on a real quantum algorithm.

Following results of benchmarking classical and quantum computations for well-known
problems, we can establish a direct comparison between these technologies from the
perspective of the resources used. These include running time, memory, but also energy
consumption and fabrication costs. The expected consumption of novel supercomputers
exceeds by orders of magnitude those of quantum computers. This opens a new opportunity of
cheap computing power in some specific tasks (e.g. NLP), which may be relevant even in
conditions on which classical computers offer an advantage in computing power, but a large
disadvantage in any other consumed resources.

The major goal of the field of quantum computation, and a necessary condition in order to
provide real quantum solutions, is the production of functional quantum computers providing a
large number of qubits. This requirement allows the execution of error correction over the
quantum system which is plagued with experimental errors. With this quantum computer, one
is then able to further develop, test and execute novel quantum algorithms.

Quantum computing development in the next years is expected to be a hot topic and we expect
many novel advancements. IBM among others (such as Google, Rigetti or lonQ) is one of the

244 E, Tang, Quantum principal component analysis only achieves an exponential speedup because of its state
preparation assumptions, Phys. Rev. Lett. 127, 060503 (2021)
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main actors developing quantum hardware and their predictions for the next years include
devices with 1000+ of Qubits starting at 2023 (Figure 61). Similar projections by other actors
suggest the availability of 1M+ of Qubits in the mid-term. With these resources one expects to
offer fully capable quantum computers.

Scaling IBM Quantum technology

IBM Q System One () n) Next family of IBM Quantum systems

2019 2020 2021 2022 2023 and beyond

27 qubits 65 qubits 127 qubits 433 qubits 1,121 qubits Path to 1 million qubits

and beyond

Optimized lattice Scalable readout Novel packaging and controls Miniaturizat onents Integration

Figure 61: Infographic - IBM’s Roadmap for Scaling Quantum Technology %°.

Having a working quantum algorithm is a starting point for major advances in computational
applications. However, a careful benchmark of a new computational device has to be performed
to assess its utility in different tasks. The field of benchmarks for quantum devices will have to
provide answers to which tasks will benefit from the development of real quantum computers.

Finally, while we are still far from having full powered quantum computers in the lab, hybrid
architectures can be built from the integration of classical and quantum technologies. The
integration of a noisy quantum device with classical computers (even in HPC environments) may
take advantage of a limited selection of quantum features under the robust setup of an
established classical methodology.

245 Image source: IBM Newsroom - https://newsroom.ibm.com/media-
center?keywords=quantum#gallery gallery 0:21737
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6 Al for multi-media applications: what does the future hold?

In section 3, we analysed a selection of roadmaps, surveys, and articles focusing on media Al
applications but also on more general Al technology trends. Based on the results of this analysis,
in section 3.3 we identified the most prominent Al-enabled applications and technologies of
interest for the extended media industry.

In this section, we focus on the analysis of Al technologies and applications for multimedia
analysis, including multimodal knowledge representation and retrieval, media summarisation,
automatic content creation, affective analysis, NLP applications and content moderation. The
aim is to offer a clear overview of the current status of these technologies, the drivers and
challenges for their development and adoption, and their future outlook in order to provide
some insights on how these technologies could help transform the media and entertainment
industry.

A separate subsection is dedicated to each technology, following the same format that was
adopted for section 5 (see the introductory paragraph of that section). Each subsection includes
the following parts:

e Current status, providing general information about the technology and its current
status;

e Research challenges for the development and adoption of the technology;

e Societal and media industry drivers, focusing on what potentially drives the adoption
of this technology in the media and entertainment industry by providing short vignettes,
i.e. examples that effectively showcase how Al innovations could impact society and
business;

e Future trends for the media sector, presenting the potential applications of these
technologies in different sectors of the media industry; and

e Goals for next 10 or 20 years, summarising insights and predictions for the further
development of these technologies and their application in the media.

6.1 Cross-modal and multimodal representation, indexing and retrieval

Contributors: Frederic Precioso (3IA-UCA), Lucile Sassateli (3I1A-UCA)

Multimedia content covers all modalities (visual, audio, text, etc.) and each modality is carrying
its own specific piece of information. To gather all these pieces together and explore the whole
information all at once, each modality requires to be represented in a common description space
where they can all be combined and compared. This new digital representation has to preserve
the essence of the information carried by the different modalities.
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For decades, each modality representation was addressed with dedicated techniques designed
by experts in acoustic for audio, in image processing for images and video, in linguistics for texts,
etc. Once multimedia content was converted in these new representations, one had to define
the organisation and the storage, i.e. the indexing, of this content such that information retrieval
in all the multimedia content processed would be faster and easier.

During the last decade, the methods for representing multimedia content have been
revolutionised by the emergence of deep representation learning. The paradigm of data
representation has moved from precisely hand-crafted feature extraction to learning the
representations as parts of training deep neural network architectures from data. These
advances have particularly impacted how to efficiently represent audio data?*, visual
data,??*2% yideo data,**° or textual data®>.

These new efficient methods have allowed to drastically reduce the transfer of multimedia
analysis models from research labs to the market, simplifying the design of new multimedia
retrieval systems even by non-experts. By leveraging most challenges of the last decades on
multimedia content representation, these methods caused a shift of focus on more challenging
tasks, moving from multimodal analysis to cross-modal analysis. In cross-modal analysis, only
one modality is exploited to retrieve the content information in all modalities. Visual Question
Answering (VQA), i.e. open-ended questions about images requiring an understanding of vision,
language and common sense knowledge to answer, is one of these new challenges where the
new multimedia content representations allow common sense cross-modality analysis®>2.

All these recent advances open new opportunities for developing systems to analyze and
retrieve multimedia content, with direct applications in the media industry. The current focus of
researchers in the field is to design new gigantic models called transformers as unifying models
that receive all available modalities of multimedia content and provide solutions for many
different tasks all at once (transformers are discussed in section 5.4). However, the design of
such gigantic models is a challenge, even more when addressing multimodal data. An example
of a deep transformer network for multimedia content is presented in Figure 62.

246 G, E. Dahl, M. Ranzato, A. Mohamed, G. E. Hinton, Phone recognition with the mean covariance restricted
Boltzmann machine. In NIPS. pp. 469-477, 2010.

247 A, Krizhevsky, . Sutskever, and G. E Hinton. Imagenet classification with deep convolutional neural networks.
NeurlPS, 25:1097-1105, 2012.

248 K, Simonyan and A. Zisserman. Very deep convolutional networks for large-scale image recognition. arXiv preprint
arXiv:1409.1556, 2014.

249 K, He, X. Zhang, S. Ren, and J. Sun. Deep residual learning for image recognition. In CVPR, pages 770-778, 2016.
250 D, Tran, L.r Bourdev, R. Fergus, L. Torresani, M. Paluri, Learning spatiotemporal features with 3D convolutional
networks. In ICCV, pages 4489-4497, 2015.

251 R, Collobert and J. Weston. A Unified Architecture for Natural Language Processing: Deep Neural Networks with
Multitask Learning. In ICML, 2008.

252 \/isual Question Answering (VQA): https://visualga.org/
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Until now, the advances in deep learning have not directly benefited the design of a new
generation of search engines. Very few recent works investigate this possibility?*3, even though
the potential is clearly and unanimously identified.

basket.
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Figure 1: The LXMERT model for learning vision-and-language cross-modality representations. ‘Self” and
‘Cross’ are abbreviations for self-attention sub-layers and cross-attention sub-layers, respectively. ‘FF’ denotes
a feed-forward sub-layer.

Figure 62: The LXMERT model for learning vision-and-language cross-modality representations®*,

As mentioned in the previous section, very few research works have been recently investigating
the potential of integrating deep learning in designing a new generation of search engines, even
though this has already been identified as a promising field of research and development.

The recent focus on transformers as central models dealing with all available modalities and
addressing many different tasks all at once may be a game-changer. Let us imagine news
producers searching audio-visual archives to support a news story with selected video, film
writers searching film or script archives to get ideas, users searching the internet to find content
that they like or need, music producers searching music with specific characteristics to match
with film scenes or a textual story maybe matching some of the lyrics, game developers
searching 3D content to find visual assets for a game level, etc.

Two serious concerns with regard to transformer architectures are the resources required both
in terms of data to train the models and in terms of computation and energy consumption. This
is true for textual data®° but it will be even more challenging with these models applied to every
possible modality and context.

There are several challenges to tackle in order to really leverage deep learning based search
engines, or multimedia content retrieval. First, there is not yet any network architecture that
reaches consensus to address all the aforementioned standard search contexts as it could be
the case now for convolutional neural networks for image classification.?*”:248249 The research

253 T, Teofili. Deep Learning for Search. In Manning Publications, June 2019.

254 |mage source: H. Tan and M. Bansal, LXMERT: Learning Cross-Modality Encoder Representations from
Transformers, In EMNLP, 2019.

255 Strubell, E., Ganesh, A., & McCallum, A. (2020). Energy and Policy Considerations for Modern Deep Learning
Research. Proceedings of the AAAl Conference on Artificial Intelligence, 34(09), 13693-13696.
https://doi.org/10.1609/aaai.v34i09.7123
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works are still at their beginning both in academic labs and in companies (the most recent
advances in transformers for natural language processing are led by companies such as OpenAl,
Facebook, or Google).

The other challenge with regard to these gigantic models is related to the resources they require
for training, as previously explained. One possible path to overcome this issue is to build hybrid
models combining symbolic and non-symbolic approaches. This path is already explored, in
particular for the visual question answering task, which can be addressed either as a multimodal
retrieval task or as a cross-modality retrieval task, integrating external sources of
knowledge.?>*%>7 Furthermore, using external knowledge may help to reduce the amount of
required training samples. For instance, if a model can combine given grammatical rules with
statistical analysis from textual data, less training data may be required.

Thus, the main research challenges are first to design and train sophisticated models which will
require less annotations while combining several modalities, and second to integrate external
knowledge to reduce the cost of building these models.

Vignette: Multi-modal and cross-modal content search in vast multimedia data lakes

Chloé is a journalist searching a multimedia data lake for multimedia content that could be used
for enriching her news story on the beginning of the French presidency of the EU. She is looking
for content that could either be complementary sources of information on the main subject, or
have a direct link with it, or at least be useful to illustrate the context of the story: she may look
for a video of a historical discourse from the first French president of the Commission, Jacques
Delors, or retrieve a sentence Jacques Delors has said on the importance of the EU during an
international crisis (as it is currently the case with Ukraine and Russia). She may also look for
pictures from the participation of President Emmanuel Macron in previous European Summits.
She could also explore the recent discourses or recent interventions made by President Macron
about the EU. Chloé will thus need several tools: first, a search engine very similar to the current
search engines but with more sophisticated cross-modal capabilities, which would allow
searching for images given a textual description of the queried content, providing an image to
retrieve videos with similar visual content, or providing audio data to retrieve a corresponding
video. A second tool would allow a multimodal analysis of the multimedia content to jointly
exploit different modalities, hence providing richer content and a deeper analysis of this
content. For instance, a sophisticated joint audio-visual speech recognition solution would allow
to efficiently subtitle any conference or discourse and give access to its content by keyword
search. This would allow Chloé to quickly find situations of tension between France and another
European country in the history of the EU.

256K, Ye, M. Zhang and A. Kovashka. Breaking Shortcuts by Masking for Robust Visual Reasoning. WACV, January 2021.
257 Q. Wu, P. Wang, C. Shen, A. Dick, A. van den Hengel. Ask Me Anything: Free-Form Visual Question Answering Based
on Knowledge From External Sources. In IEEE CVPR, pp. 4622-4630, 2016.
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To search for multimedia documents, Chloé has access to a professional multimedia data lake
where content has been enriched with a lot of metadata (e.g. location and date of acquisition,
topics present in the document, event related, media origin, etc.). It is actually easier to retrieve
content using such metadata but many documents of the data lake have not been yet enriched
with similar metadata. Furthermore, if Chloé wants to retrieve photos similar to the photos she
provides to the system, metadata may not be the most relevant modality and a system directly
working on the visual content will be more efficient. However, reasoning on metadata may help
shortcut exploring the whole data lake and spending too much time on retrieving the best
documents through different multimedia modalities. Thus, when Chloé finds new documents
without metadata (e.g. a new photo, multimedia documents coming from another data lake,
etc.), and she finds matching documents among the ones enriched with metadata, she can then
propagate the metadata to the newly found documents (the location may be the same, the
persons or the concepts pictured could be the same, etc.). Searching in multimedia content
associated with metadata requires more sophisticated techniques combining reasoning and
deep learning. This is a challenging new field for research.

Up to now, most of the contributions from private companies on new Al techniques to exploit
multimedia content are made by big tech companies such as the GAFAM (Google-Amazon-
Facebook- Apple-Microsoft) or the BATX (Baidu-Alibaba-Tencent-Xiaomi). Media companies are
more usually customers of the solutions developed by Facebook and Google. Thus, media
companies depend on the GAFAM and do not handle the processes at the core of the
information retrieval system; they get what the algorithms designed by the GAFAM provide. It
is urgent that media companies invest in this field to drive innovations more precisely towards
their own specific needs and vision. Indeed, if the algorithms to retrieve information in huge
multimedia lakes are biased, the search will not be accurate or even valid and may carry wrong
information. Handling their own algorithms improves the possibility to control their weaknesses.

An efficient solution for audio-visual speech recognition, benefiting from both modalities, would
allow to convert the speech in videos (interviews on TV, conferences, etc.) into a huge amount
of textual content, a lot easier to search into and retrieve information from it. Another possible
output of these multi-modal/cross-modal contexts, would be new information systems and
search engines, able to jointly exploit prior knowledge and existing metadata with statistical
models. By a simple text query a user could find/retrieve all relevant multimedia content no
matter the available modality: a textual query could be matched with a video without sound;
music producers searching music with specific characteristics (of rhythm and Minor tune) to
match with film scenes; film writers searching film or script archives to get ideas.

Media and entertainment industry (news, film/TV, music, publishing, social media, games, etc.)
would directly benefit from efficient content indexing and search. These companies are the ones
producing the content but currently they need powerful intermediates to exploit that content.
Being independent from external companies, which are also coming on the market of
multimedia content producers, sounds both reasonable and also more efficient since no one
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better than the experts who produced the content could design a more accurate, fast and
reliable information search engine.

This would also allow media companies to offer better services for the user to access a targeted
content more accurately and fast, while preserving users’ privacy. Working on designing specific
systems to better exploit multimedia content would allow to automatise tedious tasks such as
annotating new content, propagating new information associated to the multimedia content,
confronting the search engine to the consistency of data. This would finally allow to enhance
current multimedia content analysis workflows, and for each media company to more efficiently
exploit and monetise their own content or UGC.

A significant goal is the emergence of new search engines for multimedia data that benefit from
the advances in deep learning to solve multimodal and cross-modal queries, for instance to solve
the well-known problem of visual question answering. Based on current progress in the field,
such solutions could be available on the market within the next few years.

Other applications could also concern a better “dialog” between multimedia (i.e. unstructured
content) and metadata (structured content) with the emergence of brand new approaches
allowing a cross-fertilisation of these two information resources, resulting in enriched and
improved content representation (in both unstructured and structured space). This phase will
require more time than the previous one and some preliminary solutions may appear on the
market within the next 5 to 10 years.

6.2 Media summarisation — The case for video

Contributors: Evlampios Apostolidis (CERTH), Vasileios Mezaris (CERTH)

Video summarisation technologies aim to create a short synopsis that conveys the important
parts of the full-length video. In terms of presentation format, the produced summary can be
either static, composed of a set of representative video frames (a.k.a. video storyboard), or
dynamic, created by stitching video’s most important and informative fragments in
chronological order to form a shorter video (a.k.a. video skim). One advantage of video skims
over static sets of frames is the ability to include audio and motion elements that offer a more
natural story narration and potentially enhance the expressiveness and the amount of
information conveyed by the video summary. Furthermore, it is often more entertaining and
interesting for the viewer to watch a skim rather than a slide show of frames. On the other hand,
storyboards are not restricted by timing or synchronisation issues and, therefore, they offer
more flexibility in terms of data organisation for browsing and navigation purposes.
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During the last couple of decades, several attempts were made by the relevant research
community to automate video summarisation. Currently, the focus is mainly put on methods
that try to learn how to perform video summarisation by exploiting the learning capacity of deep
network architectures. Most of these methods rely on datasets with ground-truth human-
generated summaries (such as, SumMe?*® and TVSum??°), based on which they try to discover
the underlying criterion for video summarisation. However, the amount of currently-available
data is relatively small, and the generation of ground-truth data (usually in the form of video
summaries or annotations indicating the importance of video frames) is a time-consuming and
tedious task.
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Figure 63: High-level representation of the analysis pipeline of deep-learning-based video
summarisation methods for generating a video storyboard and a video skim.?¢°

These limitations resulted in a constantly-increasing interest of the relevant research
community, on the development of deep-learning-based approaches that can be trained
without the use of extensively-annotated ground-truth data. A recent survey on deep-learning-
based video summarisation methods?!, showed that unsupervised video summarisation
methods can be highly-competitive compared to the best-performing supervised approaches.
Moreover, the use of less-expensive weak labels - with the understanding that they are

258 M. Gygli, H. Grabner, H. Riemenschneider, and L. Van Gool, “Creating Summaries from User Videos,” in European
Conf. on Computer Vision (ECCV) 2014, D. Fleet, T. Pajdla, B. Schiele, and T. Tuytelaars, Eds. Cham: Springer
International Publishing, 2014, pp. 505-520.

259, Song, J. Vallmitjana, A. Stent, and A. Jaimes, “TVSum: Summarizing web videos using titles,” in 2015 IEEE/CVF
Conf. on Computer Vision and Pattern Recognition (CVPR), June 2015, pp. 5179-5187.

260 Figure provided by the authors. Source: DOI:10.1109/JPROC.2021.3117472.

261 £, Apostolidis, E. Adamantidou, A. Metsai, V. Mezaris, |. Patras, "Video Summarization Using Deep Neural
Networks: A Survey", Proceedings of the IEEE, vol. 109, no. 11, pp. 1838-1863, Nov. 2021.
DOI:10.1109/JPROC.2021.3117472.
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imperfect compared to a full set of human annotations - can be another option to build good
summarisation models. Figure 63 above presents the typical analysis pipeline of deep-learning-
based video summarisation methods.

Despite the fact that some video summarisation methods already exhibit good performance
according to the established evaluation protocols and datasets, nowadays the practical use of
integrated tools and applications for video summarisation is at a very early stage and quite far
from being a common procedure of the media management workflow. In most cases, the
preparation of a video summary requires the observation of the full-length video and the manual
selection of the most suitable pieces of video content by a human expert; and depending on the
length of the video this procedure can be a really time-demanding one. Taking into account the
number of video material created or obtained on a daily basis by the stakeholders of the media
sector, the production of video summaries could require considerable amounts of human and
time resources, and possible shortages in these resources could significantly harm the revenue
generation potential from the use of these video materials.

This problem is further emphasised by the growing use of different communication channels
with varying requirements (such as social networks and video sharing platforms) by media
organisations that necessitates the production of different summaries for the same piece of
video content. These requirements are usually related to the needs of the targeted audience;
for example Twitter users are used to get very short videos, the users of Facebook are familiar
with a bit longer videos, while the users of the YouTube platform can spend even more time
when watching a video. All the above point out a serious lack of mature video summarisation
technologies, that could significantly assist professionals by facilitating and, most importantly,
accelerating video summary production.

A paradigm of an integrated tool which can assist the production of video summaries that are
tailored to the specifications of different communication channels, is the “On-line Video
Summarisation Service”?%? (Figure 64). This tool harnesses the power of artificial intelligence?%3
to automatically generate video summaries. It takes as input a video and produces different
versions of a video summary with adapted length and format for publication on different social
media platforms. Based on its functionality, the user can accelerate the production of engaging
video summaries for multiple on-line audiences.

262 C, Collyda, K. Apostolidis, E. Apostolidis, E. Adamantidou, A. Metsai, V. Mezaris, "A Web Service for Video
Summarization", Proc. ACM Int. Conf. on Interactive Media Experiences, Barcelona, Spain, June 2020
DOI:10.1145/3391614.3399391. Online demo available at
http://multimedia2.iti.gr/videosummarization/service/start.html

263 £, Apostolidis, E. Adamantidou, A. Metsai, V. Mezaris, |. Patras, "AC-SUM-GAN: Connecting Actor-Critic and
Generative Adversarial Networks for Unsupervised Video Summarization", IEEE Transactions on Circuits and
Systems for Video Technology, vol. 31, no. 8, pp. 3278-3292, Aug. 2021. DOI:10.1109/TCSVT.2020.3037883
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And the generated summary

Figure 64: An online video summarisation service %,

To identify the research challenges in the field of video summarisation, one should consider the
current state of the art in terms of summarisation methods, and the current (and possibly future)
requirements of the media sector for video content adaptation and re-purposing. With respect
to the former, the major research direction is towards the development of supervised
algorithms. However, there is an ongoing and increasing interest in the design and development
of unsupervised video summarisation methods, mainly propelled by the limited amount of
training data. With regards to the latter, the traditional communication channels of media
organisations (e.g., TV streams, webpages and online archives) have been framed by the
adoption and wide use of modern communication instruments that include social networks and
video sharing platforms. Nevertheless, each one of these new instruments is associated with
different (mainly audience-driven) requirements about the format of the distributed content.
Hence, experts working in the media sector should deal with the preparation of different
adapted versions of a given piece of video, in order to reach different audiences and increase
the potential for effective media re-use.

Given the above described landscape, we believe that a core research challenge is the
development of effective video summarisation methods that can be trained without or using
limited supervision. In this way, the research community will be able to tackle issues associated
with the restricted amount of annotated data, and to significantly diminish (or even completely
eliminate) the need for laborious and time-demanding data annotation tasks. Moreover, such
developments can be a game changer considering the need to train different models for each
different type of video, as they can provide a solution for building powerful summarisation
models that can be easily adapted to the requirements of different application domains (e.g.
targeting the production of movie trailers, or the generation of videos with the highlights of a
sports event).

264 Screenshot taken from: YouTube, CERTH ITI Video Summarization Service v1.0 (March 2020)
https://www.youtube.com/watch?v=LbjPLJzeNII
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With respect to the development of fully-unsupervised video summarisation methods, most of
the existing approaches learn summarisation by trying to increase the representativeness of the
generated summary with the help of summary-to-video reconstruction mechanisms?®. So, the
main criterion for building the summary is the coverage of the full-length video. The challenge
for the relevant research community is to identify additional criteria for selecting the key-parts
of the video, and to formulate these criteria in ways that enable their integration into the
unsupervised learning process. Such criteria can be associated, for example, with the diversity
of the visual content of the summary (to avoid the existence of similar and possibly redundant
information), its temporal coherence (to provide a meaningful and appealing presentation of
the video story), or its alignment with the core semantics of the video (to focus on parts of the
video that are associated with the video’s topic or subject).

With regards to the development of weakly-supervised video summarisation methods, the
challenge is to discover effective ways that allow editors to intervene in the summary production
process, so that the produced video summary is aligned with user-specified rules and
requirements. By taking into account user-profile data (e.g., indicating a user’s preferences), the
research community could provide solutions that facilitate the provision of personalised video
summaries. Another, more aspiring scenario would involve the use of an on-line interaction
channel between the user/editor and the trainable summariser. So, the challenge here is to build
solutions that combine video summarisation and active learning algorithms, in order to
incorporate the user's/editor's feedback with respect to the generated summary?®®. Such
developments will be extremely useful for the practical application of summarisation
technologies in the media sector, where complete automation that diminishes editorial control
over the generated summaries is not always preferred.

Given the plethora of online-available examples of video summarisation, another research
challenge could be the design of an effective methodology for learning from unpaired data (i.e.,
using raw videos and video summaries with no correspondence between them)?®’. In this way,
weak supervision is associated to the collection of the appropriate sets of data based on the
targeted application domain (e.g., unpaired groups of movies and movie trailers). Such a data-
driven weak-supervision approach would eliminate the need for defining hand-crafted functions
that model the domain rules (which in most cases are really hard to obtain), and would allow a
deep learning architecture to automatically learn a mapping function between the raw videos
and the summaries in the targeted domain.

Last but not least, researchers working in the field of video summarisation should target the
development of mechanisms that remove bias and provide human-interpretable explanations

265 £, Apostolidis, E. Adamantidou, A. Metsai, V. Mezaris, |. Patras, "Unsupervised Video Summarization via
Attention-Driven Adversarial Learning", Proc. 26th Int. Conf. on Multimedia Modeling (MMM2020), Daejeon, Korea,
Springer LNCS vol. 11961, pp. 492-504, Jan. 2020. https://doi.org/10.1007/978-3-030-37731-1_40

266 A, G. del Molino, X. Boix, J. Lim, and A. Tan, “Active Video Summarization: Customized Summaries via On-line
Interaction,” in Proc. of the 2017 AAAI Conf. on Artificial Intelligence. AAAI Press, 2017.

267 M. Rochan and Y. Wang, “Video Summarization by Learning From Unpaired Data,” in 2019 IEEE/CVF Conf. on
Computer Vision and Pattern Recognition (CVPR), June 2019, pp. 7894-7903.
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about the decisions made by an Al-based video summarisation method. In this way, the provided
solutions for automated video summarisation will offer the needed transparency to the end-
users, increasing in this way the level of trust between machines and humans, and improving
user experience.

Overall, the modern deep learning architectures have already shown their great potential to
learning the main principles of generic video summarisation. From now on, the goal for the
research community is to effectively tackle the aforementioned challenges, and push the
barriers for making these architectures easily adaptive to the video summarisation needs of
several domains and application scenarios. In this way, building on existing technologies with
demonstrated content adaptation and re-purposing capabilities?®®, it will provide mature
solutions that meet the requirements of the media industry, and highly accelerate the video
content adaptation and distribution tasks of media professionals.

Vignette: Creating teasers, trailers and video summaries for the promotion of TV shows in TV
and social media

Jane is a media and social media professional with an expertise on the preparation of highly-
engaging video content. Over the last five years, she has been working in a large TV network
with an active presence in social media networks (Facebook and Twitter) and video sharing
platforms (YouTube). As part of her daily job, Jane deals with the production of different types
of summaries for the episodes of five popular TV series. More specifically, a complete video
summary is created in order to be added in the beginning of each episode and provide a synopsis
of the previous one; a shorter video trailer is produced to advertise each new episode via the TV
program, the YouTube channel and the Facebook account; and a very shot teaser video is
generated to promote the release of new episodes on Twitter. A couple of years ago, this
procedure used to be quite laborious and time-consuming. For every single video, Jane had to
watch the entire content, spot the most appropriate parts of it, and then produce summaries of
different length by deciding which of these parts will be included in each different type of
summary. Usually, she was starting by producing the longest and more complete one that was
used during the production of the next episode. Then, she was preparing the shorter trailer video
for the TV program, the YouTube channel and the Facebook account. Finally, she was working
on the creation of the short teaser video that would be posted on Twitter. In total, for a 45-
minute episode, Jane spent approximately three hours to prepare all the different summaries.

However, the last two years, Jane’s work has been significantly accelerated, as Elena, the
director of the Media Management Dept., decided to buy a tool for video summarisation that is
based on Al technologies. Using this tool, Jane is now able to analyse an episode and quickly get
recommendations about the most informative and story-telling parts of it. Based on the

268 | Nixon, K. Apostolidis, E. Apostolidis, D. Galanopoulos, V. Mezaris, B. Philipp, R. Bocyte, "Content
Wizard: demo of a trans-vector digital video publication tool", Proc. ACM Int. Conf. on Interactive Media
Experiences (IMX), June 2021. DOI:10.1145/3452918.3468083.
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automatically provided explanations about the recommended pieces of information, she can
easily decide whether she needs to check other parts of the video as well. If there is such a need,
then using the generated storyboard of the episode (i.e., a static visual summary composed of a
set of representative frames of the video) Jane is able to quickly inspect other parts of the video
and replace some of the recommended ones, by other, manually selected by her. Having this
first version of the video summary (i.e., the most complete one) available for the production of
the next episode, Jane can then create shorter versions of this summary, by simply adjusting a
parameter in the interface of this tool, that is associated with the summary duration. So, after a
few clicks and editing checks, she can create the trailer and the teaser of the episode. Moreover,
for each type of generated summary, she can immediately create different versions of the video
file (with different size and bit-rate) that are compatible with various devices (laptop, table,
smartphone) and networks (5G, Wi-Fi, networks of limited bandwidth). Based on the process
described above, the production of all these different types of summaries for a 45-minute
episode now takes approx. 30 minutes. So, using the Al-based video summarisation tool, Jane
needs significantly less time to produce effectively-customised and highly-engaging video
summaries; and after spending some of the saved time on the design of the social media
campaigns for these five TV series, she achieved much higher audience engagement!

The development of mature Al-based technologies for video summarisation will be a game
changer in the media industry. In the following, we discuss some cases that highlight how these
technologies will be used as part of the data analysis workflows of media organisations to
accelerate video content adaptation, re-purposing and re-use:

®  Process different types of already existing proprietary video data (including both full-
length videos and their summarised versions) with powerful Al-based video
summarisation tools that can automatically identify the main summarisation patterns
for each different type of video content.

e  Utilise the trained version of these tools to analyze a new video and quickly get
recommendations about the key parts of it that should be taken into account when
producing the video summary, and check the automatically provided explanations about
the tools’ choices with respect to the key parts of the video.

e  Constantly improve the performance of the Al-based video summarisation workflow by
providing feedback about the provided recommendations about the key parts of the
video, based on the ability of the video summarisation tools to actively learn from and
adapt to the user’s preferences.

e  Produce different summarised versions of the same video according to different criteria
about the content and duration of the summary, thus accelerating the production of
e.g., teasers, trailers and summaries for an episode of a TV series.

o Create different versions of the produced summaries for distribution and consumption
via different communication channels (e.g., TV, web-TV, account in social media
networks, channels in video sharing platforms) and different devices (e.g., smart-TVs,
laptops, tablets, smartphones).
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e Enhance the Al-based video summarisation workflow by integrating the available profile
data about the viewers/subscribers of the different on-line channels of the media
organisation, to offer highly-personalised summaries that match each viewer’s
interests; e.g., given a 2-hour video of a TV show about traveling to different cities,
generate a summary for food lovers, that focuses on the visits at the city restaurants,
and another summary for people interested in nature, that shows scenes from rivers
and mountains near the city

With respect to the goals for the next one or two decades, we foresee that: i) repositories of
well-trained models for the most common video summarisation scenarios (e.g., targeting the
production of summaries for news shows, documentaries, sitcoms and the generation of movie
trailers and teasers) will be available; ii) Al video summarisation systems will be able to discover
more complex, domain-specific rules, and facilitate, for example, the production of short videos
with the highlights of sports, music or other events; iii) Al video summarisation systems will be
quickly adapted to new types of data (e.g., medical videos, educational videos, videos captured
from surveillance cameras) based on the transfer learning mechanisms of the integrated tools;
iv) Al video summarisation systems will be capable of summarising more complex types of video
content, such as 360-degree video, AR video and XR video; and v) highly compact versions of
powerful Al video summarisation methods will be available for use in mobile devices, allowing
the instant generation of summaries for any recorded video; thus enabling new forms of user-
generated content and empowering citizen journalism.

6.3 Automatic multimedia content creation

Contributors: Lorenzo Seidenari (UNIFI), Marco Bertini (UNIFI)

Content creation is the pillar of the multimedia industry. Media companies, broadcasters,
artists, and media professionals in general all make a living out of producing a large stream of
multimedia data. While most of the professional content is still manually edited and originated,
several computational methodologies have risen in support of content creators (e.g. see section
5.2). Apart from Al based methods to support editing, which have been covered in section 6.2,
a lot of effort has been made by researchers to enable machines to produce novel unseen
content by directly learning from data (Figure 65).
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Figure 65: Examples of faces generated using StyleGAN algorithm?°,

Generative art lays its foundation on methods that optimise large deep network models to
create outputs that are reasonable with respect to a set of training data. Amazing results have
been shown by methods like DALLE?”® and VQGAN+CLIP?’%, Both approaches leverage large
image and language datasets. While the former usually yields precise depiction of the provided
sentence, the latter has mostly been used to obtain oneiric imagery. DALLE’s main strength is
also its main drawback: a large 12 billion parameter model that requires 250 million image-text
pairs mined from the internet. Considering current video standards (4K), one major showstopper
for these methods is the high computational demand and their limited output resolution. Direct
generation of video is also sought?’?, which of course is affected even more by the above
challenge.

A large amount of content is continuously produced and streamed online. On top of this, a bulk
portion of existing digital content has largely been acquired and produced over the last decades
with a plethora of not always well-performing formats. Modern video consumers are used to
high quality, high resolution devices. Current broadcasters, especially on pay-per-view, aim at
delivering 4K content. Media editors and producers often struggle to reuse content and keep
the overall product quality high. Several phenomena intervene in degrading clips. A video may
be acquired digitally at a low resolution with some older formats (e.g. MPEG2), some content
may not be available in colour or at the desired final resolution.

Content enhancement is the task of improving quality of media from a possibly low quality or
corrupted source. Recent TVs implement Al based enhancement algorithms directly in
hardware. On the research end, we witness a rush towards deep learning based methods
capable of blindly reconstructing missing information either by correcting defects or artefacts
or by filling in lacking pixels when upsampling. First attempts at improving images and video
came from classical convolutional neural networks trained to translate a low quality input image

269 |mages generated randomly by the Random Face Generator (This Person Does Not Exist) at https://this-person-
does-not-exist.com/en

270 Ramesh, Aditya, et al. "Zero-shot text-to-image generation." International Conference on Machine Learning. PMLR,
2021

271\JQGAN+CLIP Notebook: https://colab.research.google.com/drive/1ZAus gn2RhTZWzOWUpPERNCOQ80OhZRTZ
272 \/IDEO-GPT: https://wilsonlyan.github.io/videogpt/index.html
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into a higher quality one?>. More recent work leveraged techniques based on generative
adversarial networks trained in a conditional fashion?’* (Figure 66). Since many distortions may
be present inimages, even at the same time, some effort has also been made to make a universal
model?’5, capable of restoring images blindly from unknown distortions.

Figure 66: Effect of detail enhancement on a compressed picture (a). In (b) a clear degradation is
shown. Standard non Al based methods are not able to improve the result (c). Finally, a GAN based
enhancer shows a pleasant detail (d)**.

Sometimes mixing black&white video with colour sources may be a style choice also guided by
the will of the narrator to make the viewer focus on the change of a historic period. In some
scenarios, again guided by a different artistic need, colour shall be recovered or in general
improved so that the final product is consistent. A preliminary solution to this challenging
problem is a technique called colourisation. In colourisation, deep networks are trained to
translate images from black&white to full colour. In this task, networks shall preserve shape but
add colour information pixelwise. Issues usually regard the temporal consistency of such
solutions and the need of preserving semantic information that could be lost when colour is
transferred wrongly.

The main challenge for current enhancement methods is dealing with multiple sources of
disturbance in the input media to be improved. Since the process of degradation is non additive,
meaning that a processing pipeline may involve a sequence of compression, rescaling and other
kind of noises that are hard to remove individually or even detect. As an example, a video
digitised from a partially compromised physical media with low quality digital coding may be
hard to restore with current methods.

273 Svoboda, Pavel, et al. "Compression artifacts removal using convolutional neural networks." arXiv preprint
arXiv:1605.00366 (2016).

274 Galteri, Leonardo, et al. "Deep universal generative adversarial compression artifact removal." IEEE Transactions
on Multimedia 21.8 (2019): 2131-2145.

275 \Wang, Xintao, et al. "Real-esrgan: Training real-world blind super-resolution with pure synthetic data." Proceedings
of the IEEE/CVF International Conference on Computer Vision. 2021

D2.3 - Al technologies and applications in media: State of Play, Foresight, and 190
Research Directions



Al4media

ARTIFICIAL INTELUIGENCE FOR
THE MEDIA AND SOCIETY

In respect to approaches for novel content generation, the current main limitation lies in the
capability to scale in terms of temporal and spatial resolution. Current face generators cannot
go above 1MP resolution and video generators are far behind. Methods able to create high-
quality high-resolution complex scenes are not available yet.

Another challenge is that of bias in training data. As every data driven approach, especially when
dealing with large deep learning models the issue with dataset bias can lead to extreme failures.
As a very well-known example has recently shown, the lack of diversity in face datasets may
significantly alter the output of enhanced faces to the end that most of the visual attributes are
corrupted (see Figure 67). The ethical ramifications of such failure modes are severe and must
be addressed.

Original Result
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Figure 67: Example of the PULSE?’® algorithm applied to a pixelated face of Barack Obama. The
algorithm reconstructs the face as that of a white man?”’,

Vignette: Automating video production via reuse of content and original content creation

Francesca is a video editor that works in a major broadcasting company. The company
broadcasts content of all sorts from documentaries to live sport events. Francesca starts her
productions designing a digital storyboard to show how she wants to visually portray the
programmes before they are produced. The production and selection of the visual materials of
the storyboard sometimes is slow, since she can’t find archive material that is similar enough to
the description of the planned scripts and thus, she must draw or produce this storyboard
content with the help of a 3D artist, resulting in a slower production or, sometimes, even in
misunderstandings with the production team.

Moreover, Francesca is often tasked with the editing of clips from a diverse set of sources,
especially when dealing with news reports and documentaries. To keep the final product quality
high, since the editing process often has to deal with intertwining different qualities and

276 Menon, Damian, et al. “PULSE: Self-Supervised Photo Upsampling via Latent Space Exploration of Generative
Models", Proc. of CVPR 2020.
277 |mage source: Twitter (@Chicken3gg) - https://twitter.com/Chicken3gg/status/1274314622447820801
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resolutions of media, Francesca often resorts to hand-tuning the appearance of clips using video
editing software. As a video editing technician, Francesca is often consulted regarding the
technical process involved during live streaming events. In this situation, a bulk of streams from
a very diverse set of cameras with different resolutions, framerate, format and colour calibration
parameters are pooled together to be mixed in real time. Event producers are worried that the
continuous shift in appearance hurts the end user experience and enrol Francesca in the process
of adjusting, in a best effort manner, the appearance of all streams in a way that the final product
has the highest possible quality. Unfortunately, due to many factors such as weather conditions
that may affect lighting, equipment variation and also bandwidth limitation this effort is
continuous and sometimes the sought result is far from the actual final product.

Recently Francesca’s company established a tight collaboration with a couple of start-ups: one
is a company that provides a set of tools to create stock footage materials and the other provides
software for image and video enhancement. Together they started a proof-of-concept that led
to a set of tools and systems that allow to automatise all processes related to video editing.
Thanks to this collaboration, the companies grew and made the PoC results into actual industrial
products that revolutionised the editing business. Now Francesca can rely on such products to
improve the final quality of archival content prior to video production and has sped up the
production of new programs, reducing the planning and design phase. Using the tools for stock
footage generation, she can produce thumbnails that match the descriptions in the scripts; the
same tools can produce new animated backgrounds and 3D graphics footage, thus reducing
production costs. Using the tools for video enhancement, live streams improved in quality and
the broadcaster widened its 4K offer increasing their subscriptions. Thanks to Al based
automatic content enhancement, Francesca can spend more time following the artistic and
technical process of video editing while content is processed offline. The lack of need of manual
tuning makes it possible to focus on content selection. Regarding live-streamed events,
producers are happier since they have less uncertainty on video quality when switching from
one feed to another.

The automatic creation of content has a major drive in the continuous request for high quality
media products. We highlight some trends that we believe will lead the development of new Al
based media product:

e Developing robust and efficient video enhancement services allowing to edit content
in real time and increase the throughput of video professionals.

e Deployment of content enhancement Al on TV hardware allowing end users to benefit
from the maximum quality possible, independently from their connectivity and the
broadcasted signal quality.

e Repurposing and revamping of archive materials allows to amortise the production
costs by increasing the reuse; this requires adapting the low level visual features of
recorded material (e.g. colour correction, colourisation, super resolution) for a new
production. Automatising the process reduces costs and facilitates reuse.
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e Instead of restoration, archive materials could be used as “seeds” for the generation of
new content adapting visual styles, e.g., from movies to cartoons or 3D graphics and
vice-versa.

e Integration of automatic original content creation into existing content production
tools. Currently some softwares are already exploiting Al to provide smart layouts for
presentations or to fix image appearance without user intervention. Current image
generator Als could replace the role of an image search engine. Instead of looking up
for the best stock photo or the best clipart to integrate into a digital product, such tool
could just generate a set of original images based on the query of a user.

e Creation of deepfakes, either as persons (full bodies or talking heads) or as settings and
scenes, could lower production costs allowing also smaller companies to produce a
larger variety of products, e.g., those that require expensive film sets.

e The videogame industry could benefit from automated creation of graphical content
and assets, like backgrounds, textures, cut scenes, or audio content.

Rapid progress is expected in this field in the next 10 years. Below we summarise some goals.

One goal is the ability to disentangle internal representations in order to not just create realistic
images and video but also to fully control the appearance via semantic and geometric attributes.
This means that generated art or content should not just be pleasant and realistic but a user
should be able to edit specific properties such as the arrangement of objects, their colour or
texture without corrupting the overall appearance of the generated example.

Regarding content enhancement tools, we expect models to be able to deal with multiple
sources of degradation at the same time blindly. Like current image classifiers being resilient to
changes in image resolution, object scales and appearances, the same should be sought for
content enhancement solutions.

Currently, the correspondence between low/high quality media is 1-to-1, while in the future, we
expect to have methods able to capture the signal from a few examples and exploit this source
to improve a larger amount of data. Currently, this is possible for video call like videos such
where once every few seconds a high-quality face is transmitted and the receiver can enhance
the current low quality stream incorporating information from high quality frames. This
approach will likely be generalised to more complex types of videos, allowing for example to
improve the quality and resolution of archival videos with few key high quality digital shots.

Finally, while current learning paradigms expect to work with paired media from different
qualities, in the future unpaired learning will be likely possible allowing to leverage a larger
amount of training data. In this scenario, enhancement tools will not just learn to invert some
simulated degradation but given two large media sets with a source quality and a desired target
quality will learn to restore content even without a direct pairing.
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6.4 Affective analysis

Contributors: loannis Patras (QMUL), Niki Foteinopoulou (QMUL), loannis Maniadis Metaxas
(QMUL), loanna Ntinou (QMUL), James Oldfield (QMUL), Christos Tzelepis (QMUL), Georgios
Zoumpourlis (QMUL)

Over the last two decades, there has been an increasing interest towards modelling human
affect through the field of Affective Computing. Affective Computing is computing that relates
to, arises from or deliberately influences emotion or other affective phenomena®’®. One of the
incentives of such research is the creation of empathetic machines, i.e. machines that
understand and interpret a human’s emotional state and adopt their behaviour to give
responses corresponding to our emotions and moods. Human affective and cognitive mental
states are pivotal to human experience, and hence, the creation of empathetic machines can
possibly influence mental health care through automatic depression detection®”®, pain
estimation?® or post-traumatic stress disorder identification®. Other uses include automotive
industry?®?, education?®3?%and media as it will be discussed below.

Figure 68: Face of different identities and expressions.?

278 R, Picard, "Affective Computing" MIT Technical Report #321 (Abstract), 1995

273 ), M. Girard, J. F. Cohn, M. H. Mahoor, S. Mavadati, and D. P. Rosenwald. Social risk and depression: Evidence from
manual and automatic facial expression analysis. In FG, 2013

280 Xin X, Lin X, Yang S, Zheng X. Pain intensity estimation based on a spatial transformation and attention CNN. In
PLoS One, 2021

281 G, Stratou, S. Scherer, J. Gratch, and L.-P. Morency. Automatic nonverbal behavior indicators of depression and
ptsd: Exploring gender differences. In ACII, 2013.

282 C, Busso and J. J. Jain. Advances in Multimodal Tracking of Driver Distraction. In Digital Signal Processing for in
Vebhicle Systems and Safety, pages 253—-270. 2012

283 B, McDaniel, S. D’Mello, B. King, P. Chipman, K. Tapp, and a. Graesser. Facial Features for Affective State Detection
in Learning Environments. 29th Annual meeting of the cognitive science society, pages 467-472, 2007

284 R, Gross, |. Matthews, J. Cohn, T. Kanade, and S. Baker. Multi-PIE. IVC, 2010

285 Figure taken from: O. Ignatyeva, D. Sokolov, O. Lukashenko, A. Shalakitskaia, S. Denef, T. Samsonowa, “Business
Models for Emerging Technologies: The Case of Affective Computing”, In 2019 8th International Conference on
Affective Computing and Intelligent Interaction Workshops and Demos (ACIIW) 2019 Sep 3 (pp. 350-355). IEEE.
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Key for all of the aforementioned applications is reliable estimation of human affect. Most of
the existing works on automatic emotion prediction rely on two psychological theories that can
generally be distinguished according to the way emotion is modelled: to be categorical or
continuous. In the continuous approach, which is coined Valence-Arousal-Dominance (VAD)
Model?®¢, emotions are described based on three dimensions in the range [-1,1], with Valence
referring to the level of positiveness (-1 being negative and +1 being positive), Arousal referring
to the level of activation (-1 Being deactivated And +1 being activated), and Dominance referring
to the level of control a person feels over a given situation (-1 being submissive and +1 being in-
control (Figure 69). On the other hand, the categorical approach refers to seven basic emotions,
defined by Paul Ekman?®’, namely Anger, Disgust, Fear, Happiness, Sadness, Surprise, and
Neutral. Additionally, Ekman and Friesen?® proposed another system for emotion analysis,
which is based on the exclusive analysis of facial expressions, namely Facial Action Coding
System. This system defines emotional states as combinations of atomic facial muscle
movements, coined Action Units (AUs).

Arousal

Valence

éf\?

Figure 69: lllustration of Russell’s dimensional emotion modelling scheme (Arousal-Valence).?*°

A significant body of work on emotion prediction is on unimodal affect prediction and in
particular on facial expression analysis. This happens because facial signals are among the most
important channels of nonverbal communication, thus offering discriminative cues for affective
prediction. Based on this, there has been a significant development of datasets on the task of

286 A, Mehrabian, “Framework for a comprehensive description and measurement of emotional states.” Genetic,
social, and general psychology monographs, 1995.

287 p_ Ekman and W. V. Friesen, “Constants across cultures in the face and emotion.” Journal of personality and social
psychology, vol. 17, no. 2, p. 124, 1971

288 E, Friesen and P. Ekman, “Facial action coding system: a technique for the measurement of facial movement,” Palo
Alto, 1978

28 Figure taken from: A. Mollahosseini, B. Hasani, M. H. Mahoor, "Affectnet: A database for facial expression, valence,
and arousal computing in the wild", IEEE Transactions on Affective Computing, 2017 Aug 21;10(1):18-31
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facial expression analysis with extensive Action Unit and VAD annotations. Other single
modalities explored in the literature include voice and speech expressions?®, body gestures®®,
gait?®?, and physiological signals such as respiratory and heart cues®®, and more recently general

context and scene background?¥.

Although most of the works in affect prediction are focused on facial expression analysis, making
predictions from a single modality can be challenging, especially because single sensory
observations are ambiguous or incomplete. Indeed, many researchers advocate towards
Multimodal Emotion Recognition, i.e. the fusion of multiple modalities, based on two main
arguments: a) Accuracy increase: different modalities can complement each other resulting in
more accurate inference and, b) Reliability of predictions: single sensor observations can be
corrupted leading to ambiguous, noisy or incomplete data. Hence, combining observations from
multiple sources can potentially mitigate such challenges. To combine different modalities three
different approaches have been investigated: feature-level (early) fusion, decision-level (late)
fusion and model-level fusion. The main objective in such approaches is figuring out when, i.e.
which stage of the training process, and how, i.e. with what weights, different modalities can be
fused to leverage information from the most reliable ones. Overall, multimodal recognition has
significantly advanced the task of emotion prediction in the wild in datasets like CMU-MOSEI?*
and IEMOCAP?%,

Despite the significant advances of affective computing in the last two decades, there are still
numerous challenges that need to be addressed in the future. A number of them is discussed
below.

Affect modelling across cultures. One recurrent debate in affective computing is whether
emotion expression is a universal, biologically based construct or a social construct, i.e. affect
expression changes across cultures. Paul Ekman argued that emotion is biologically defined, and
hence, emotions are experienced and interpreted similarly across cultures. Indeed, this theory
proposes six basic emotions (e.g. happiness, sadness, disgust) as the basic feelings someone can
experience. Contrary to the basic emotions theories of Ekman, Russell and Barrett suggest that
emotions change across cultures and proposed that emotions can be defined by three-
independent dimensions: pleasant-unpleasant, tension-relaxation, and excitation-calm, i.e. the

290 K, Scherer, T. Johnstone, and G. Klasmeyer. Vocal expression of emotion. Handbook of affective sciences, pages
433-456, 2003

291 C. Navarretta. Individuality in communicative bodily behaviours. In Cognitive Behavioural Systems, pages 417—
423. Springer, 2012

292 T, Randhavane, A.t Bera, K. Kapsaskis, U. Bhattacharya, K. Gray, and D. Manocha. Identifying emotions from
walking using affective and deep features. arXiv preprint arXiv:1906.11884, 2019

293 B, Knapp, J. Kim, and E. Andre.” Physiological signals and their use in augmenting emotion recognition for human—
machine interaction. In Emotion oriented systems, pages 133-159. Springer, 2011

2% R, Kosti, J.M. Alvarez, A. Recasens and A. Lapedriza, "Context based emotion recognition using EMOTIC dataset",
IEEE Transactions on Pattern Analysis and Machine Intelligence (PAMI), 2019

295 A, Zadeh, P.P. Liang, S. Poria, E. Cambria and L.P. Morency. “Multimodal Language Analysis in the Wild: CMU-
MOSEI Dataset and Interpretable Dynamic Fusion Graph.” ACL (2018): 10.18653/v1/P18-1208

2% The Interactive Emotional Dyadic Motion Capture (IEMOCAP) Database: https://sail.usc.edu/iemocap
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Valence-Arousal-Dominance model. In the field of affective computing, some datasets are
annotated with Ekman’s models (6 basic emotions or AUs), others in the Valence-Arousal-
Dominance model and others in a less structured manner with emotional words. There is a
challenge in developing computational models that can learn with all of those annotations and
learn mappings between them that are informed by theories in the field of psychology — those
will be potentially conditioned on cultural and other contextual factors.

Dataset bias and inconsistent annotations. A shared problem across several domains is the fact
that data collection conditions are inevitably limited, and hence the available training and
testing datasets are biased. This is evident during cross-dataset experiments where we notice a
significant discrepancy in performance when an algorithm trained on a dataset generalises well
on the test set of the same data but performs poorly on a different dataset. This problem is more
prominent in the field of affective computing, as emotion annotations can be very subjective
thus can vary a lot between different annotators. This means that even if annotations are
consistent within a specific dataset, it will be very hard to be consistent across different data.
Given this, merging multiple datasets for affect prediction is a challenging task.

Class imbalance. One common challenge in datasets that use categorical emotions is class
imbalance. This is traced back in the data acquisition process where collecting positive feelings
is much easier than collecting data that correspond to negative feelings like anger or disgust.
Overall, capturing or collecting data associated with negative emotions is a challenging task that
needs to be addressed.

Design choices in multimodal affect recognition. While combining data from different sensors
has advanced the field of affective computing, it comes with new challenges. To design a
multimodal system, we first need to decide which modalities can be combined and how. Some
modalities are co-occurring while others are not. For example, IEMOCAP and CMU-MOSEI
datasets hold a similar set of modalities (facial expressions with the corresponding text and
audio) and are typically employed together in the literature. Additionally, one critical design
challenge is the way different modalities can be combined together, typically coined fusion. As
stated above, there are three main fusion techniques, feature-level (early) fusion, decision-level
(late) fusion and model-level fusion; however, it is not clear how modalities can be effectively
fused given that there is inherent asynchronicity in the different data streams, interactions at
potentially large time frames, and lack of large-scale data that would allow examining many
different architectural choices. A challenge in this area is to design architectures that model the
interplay between the different modalities at the appropriate level.

Context modelling. When trying to estimate the emotions that visual stimuli (e.g. images) elicit
to human subjects, parsing the entire image and directly performing inference, is an approach
with inherent limitations. Not all image regions contribute equally to emotion elicitation
processing, and also individual objects/scene parts might not contribute alone to emotions, but
through their interactions/relationships with other objects/scene parts. Stronger insights can be
obtained through machine learning models that are capable of reasoning about object-to-object
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and object-to-scene interactions®’. A first step towards this direction, is the development of
techniques that achieve spatial localisation of regions that influence sentiment evoking,
producing soft sentiment maps?®. Also, the exploration of architectures that can learn emotion-
related representations, taking into consideration the context around image regions?*. Finally,
the currently existing affective datasets do not suffice to develop robust affective models with
capabilities as those described above. Some of the problems that the existing datasets have, are
the following: i) small sample cardinality, ii) lack of fine-grained emotion annotations, iii) lack of
multi-label emotion annotations, and iv) lack of spatially localised annotations. Thus, the
curation of affective datasets with such content and annotations, will help to build stronger
machine learning models.

Causality. In scenarios where multimodal media content is used as stimuli for emotion elicitation
to users, estimating the temporal causality from the various stimulus modalities is a difficult
task. For example, considering a movie clip as a stimulus, it may contain varying sources of
information, such as actor facial expressions, actor speech, background music, the scenery that
is depicted, the text that is articulated by the actors, etc. Until now, emotion recognition
approaches may receive multimodal inputs and infer affective states, but the problem of
determining which specific cues of the multimedia content caused that specific affective state,
is far from solved3®.

Vignette 1: Using affective analysis to avoid sensationalism in news coverage

Anna is an editor in a big national newspaper that covers the civil war in another country. While
her aim is to ensure the public is aware of the issues, she wants to ensure that the material is
objectively portraying the situation without use of sensationalist material that would be against
the ethical code of conduct. As a large number of articles come through every day, a tool that
helps understand where each piece stands in terms of emotional neutrality would help her more
accurately curate the material. Furthermore, if such a tool could also localise the emotionally
heavy text extracts and suggest less charged language it would greatly help editors in the paper
to maintain the standard set by the ethical code. Similarly, with video reports of events
automatic analysis of content could help either broadcasters or independent regulators ensure
sensationalism and emotionally charged news do not air at the expense of accuracy.

Vignette 2: Producing media content that captures audience engagement and attention

297 J, Yang, X. Gao, L. Li L, X. Wang, J. Ding, "SOLVER: Scene-Obiject Interrelated Visual Emotion Reasoning Network",
IEEE Transactions on Image Processing. 2021 Oct 19;30:8686-701

298 D, She, J. Yang, M. M. Cheng, Y. K. Lai, P. L. Rosin, L. Wang, "WSCNet: Weakly supervised coupled networks for
visual sentiment classification and detection", IEEE Transactions on Multimedia, 2019 Sep 5;22(5):1358-71

299 7, Xu, S. Wang "Emotional Attention Detection and Correlation Exploration for Image Emotion Distribution
Learning", IEEE Transactions on Affective Computing, 2021.

300 T, Mittal, P. Mathur, A. Bera, D. Manocha "Affect2MM: Affective analysis of multimedia content using emotion
causality", In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2021 (pp. 5661-
5671)
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Kate is a director working for a media production company that focuses on educational content
for children. Given their intended audience, it is essential for the content they produce to be
highly engaging in order to maintain children’s attention. This is a very difficult challenge, given
that the content must also be informative and leverage attention to achieve educational
objectives. Furthermore, it is important that the emotions the content stimulates in the
audience must not be harmful or traumatising, which is a concern when subject matter is
sensitive in nature.

This problem can be addressed with focus groups consisting of the audience in question (in this
case children), or by judgment calls by adults. The latter method is, naturally, less dependable,
while the former can be expensive, time consuming, and imprecise, depending on the size of the
focus group and how accurately it represents the target audience. Al tools measuring the
engagement and affective response could facilitate this process by providing estimates of the
impact of each piece of content on the audience, and, ideally, identify ways to retain attention
and invoke engagement that are also productive and educationally beneficial.

Below, we highlight some of the emerging opportunities for research in the field of affective
analysis to be translated into applications in the media sector:

e Creating tools that can identify and flag content that might trigger intense or
undesirable emotional responses from the audience. Such tools could be used for
content moderation across a variety of platforms and content modes (audio, visual and
text), and could help shield the audience from problematic content that might otherwise
evade other filters.

e Integrating affective analysis tools in interactive media (e.g. video games) would open
the possibility for content producers to adjust their creations to the responses of the
audience in real time and in a personalised manner. For example, video games might
adjust their gameplay and/or visual and audio based on a player’s emotional feedback
to make them feel more challenged, be engaged, or to increase their immersion in the
game’s narrative.

e Developing more fine-grained and complex multimedia tagging systems, taking into
consideration recent research findings about the multi-dimensional distribution of
emotional states evoked by multimedia stimuli.3°%,302

e Measuring the audience engagement and tracking behavioural changes during the
presentation of multimedia content (e.g. movies), can be used to train models with
predictive capabilities, so as to estimate future ratings of a movie3%,

301 A, S, Cowen, D. Keltner, “Self-report captures 27 distinct categories of emotion bridged by continuous gradients”,
Proceedings of the National Academy of Sciences, 2017 Sep 19;114(38):E7900-9

302 J,J, Sun, T. Liu, A. S. Cowen, F. Schroff, H. Adam, G. Prasad, “EEV: A Large-Scale Dataset for Studying Evoked
Expressions from Video”, arXiv preprint arXiv:2001.05488

303 R, Navarathna, P. Carr, P. Lucey and |. Matthews, "Estimating audience engagement to predict movie ratings", IEEE
Transactions on Affective Computing, 2017, 10(1), pp.48-59.
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e Building recommendation systems for multimedia content, based on user preferences
that are estimated from neurophysiological signals3%.

e Generation of novel media content (alternatively to the selection of pre-existing
content) to be streamed based on user preferences, combining neurofeedback

techniques and generative machine learning approaches3®,

The long term goal of Affective Computing in analysis and understanding of affect requires
progress in several fronts, including in the theory of emotions and in understanding of the role
they play in the way that we perceive the world and ourselves, in the way that we interact with
others and in the way we act in the world. Affect manifests in widely varied ways, depending on
the context - this varies from prototypical facial expressions, to subtle changes in the behaviour
and neurophysiological responses. In this sense a holistic, multimodal approach that models the
interplay between different human signals is required. To this end progress in sensing and data
collection equipment at large scale is essential. In this direction, technological developments
that will provide equipment capable of capturing modalities such as MEG and fMRI in out-of-lab
environments3%® 37 would be needed in the next 5 years. Beyond that, a major goal in this
direction for the next 5-10 years would be data collection at large scale, and the development
of models that learn from this data collectively, so as to build personalised models in a way that
respects privacy.

Recognition of emotions in others requires a theory of mind; that is an understanding of people’s
goals and their perception of the world. In this sense, progress in the field of Affective Computing
requires progress in Machine Perception, including among others in the field of computer vision,
natural language processing and audio and speech analysis so as to model the world and the
people init. A goal with a 10-20 years horizon would be the development of artificial intelligence
systems that would be able to model people’s goals and intentions and be able to assist them
in achieving them.

6.5 NLP and conversational agents

Contributors: Adrian Popescu (CEA), Julien Tourille (CEA)

3045, Koelstra, et al., “DEAP: A Database for Emotion Analysis; Using Physiological Signals”. IEEE Trans. Affect. Comput.
3(1): 18-31 (2012)

305 M Spapé et al., "Brain-computer interface for generating personally attractive images", IEEE Transactions on
Affective Computing, 2021, PP. 1-1.

306 T, Horikawa, A. S. Cowen,D. Keltner, Y. Kamitani "The neural representation of visually evoked emotion is high-
dimensional, categorical, and distributed across transmodal brain regions", iScience, 2020 May 22;23(5):101060

307 M. Liu, N. van Rijsbergen, O. Garrod, R. Ince, R. Jack, P. Schyns, "Semantic Decoding of Affective Face Signals in the
Brain is Temporally Distinct", Journal of Vision, 2021, Sep 27;21(9):2589
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Natural Language Processing (NLP) research has benefited from the introduction of deep
learning models in the early 2010s. New methods and algorithms have unlocked possibilities and
increased dramatically the performance on every task in the field over the last decade (see
Figure 70). Specifically, the transfer learning paradigm has become the norm in the field. Large
language models are trained on raw textual content scraped from the web and are fine-tuned
on target tasks (e.g. named entity recognition or relation extraction). Among other model
architectures that have been developed, the transformer architecture®® is the most versatile.

This new paradigm has allowed performance increases in various tasks such as named entity
recognition and linking (the task of recognising entity mentions - e.g. the city of Paris - and
assigning them a unique identifier - e.g. a Wikipedia URL), opinion mining (extract someone’s
opinion on one or several aspects of a topic) and argument mining (automatic identification and
extraction of the structure of inference and reasoning of an argument).

Key NLP capabilities

Sentiment
analysis

clustering

Information

extraction

Deloitte Insights | deloitte.com/insights

Figure 70: NLP capabilities. Image by Deloitte Insights.>%

Research on chatbots, also called conversational agents, has also benefited from this new
situation. Chabots have become ubiquitous in modern societies. They are applied in various
domains such as health, customer service, education and office work. They also have become

308 \Vaswani et al. (2017). Attention is all you need. In: NIPS

309 Image from Deloitte Insights: W. D. Eggers, N. Malik, and M. Gracie, Using Al to unleash the power of
unstructured government data: https://www?2.deloitte.com/us/en/insights/focus/cognitive-technologies/natural-
language-processing-examples-in-government-data.html (Image source:
https://www2.deloitte.com/content/dam/insights/us/articles/4815_Al-unstructured-
data/figures/4815_Figure2.png)
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part of our daily lives with the introduction of voice assistants on our connected devices (e.g.
Apple’s Siri, Amazon’s Alexa or Microsoft’s Cortana) (Figure 71).

Although academic research on chatbots has been active for the past 50 years®'°, research and
application on this topic have witnessed an increase in interest with the development of deep
learning methods in the last decade. These new methods have improved the performance of
algorithms for user intent and sentiment extraction, which are key elements in chatbot design.
We have also observed the emergence of new models for natural language generation, trained
on large conversational datasets. They generate accurate answers in natural language to user
queries.

HEWLO WELCOME T OUR HOUSE!
THANKS FOR INVITING US!

I
ALEXA, ORDER TWO
TONS OF CREAMED CORN.
!

ALEXA, CONFIRM PURCHASE.

i

UHEN ISITING A NEL) HOUSE, IT5
GOOD TO CHECK UHETHER THEY HAVE
AN ALJAYS-ON DEVICE TRANSHMITTING

YOUR CONVERSATIONS SOMEWHERE.

Figure 71: Al is listening.?'!

Although there was a huge leap forward over the last decade in NLP, several challenges remain.
There are growing concerns around the use of large language models. They tend to reproduce
societal biases that are present in the training corpus and have a large carbon footprint due to
their sizes. More specifically, models such as GPT-3 are trained with huge volumes of Internet
data, which are usually produced in the richest countries, in languages with higher linguistic
footprint, and by communities with large representation. This results in models that fail to
capture the culture of minorities and underrepresented groups and which may eventually
discriminate against such groups3!2. In addition, their increased computational needs have a
considerable environmental impact (e.g. it is estimated that training OpenAl’s GPT-3 model
produced the equivalent of 552 metric tons of CO,, which is the equivalent of driving to the
moon and back). Another interesting avenue of research is the integration of knowledge into

310 Weizenbaum et al. (1967). Contextual understanding by computers. In: Communication of the ACM

311 ||Justration from XKCD at https://xkcd.com/1807/

312 K, Hao, MIT Technology Review, We read the paper that forced Timnit Gebru out of Google. Here’s what it says
(2020): https://www.technologyreview.com/2020/12/04/1013294/google-ai-ethics-research-paper-forced-out-
timnit-gebru/
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deep learning models. There are indeed a lot of resources that are manually curated (e.g. UMLS
or Wikipedia) and that contain valuable information.

Few-shot learning, i.e. the possibility to train a machine learning model with only a few
examples, is also an active area of research (see section 5.3). Being able to train new models
rapidly with low annotation costs could improve the diffusion of those models outside the
academic world. To understand the size and resources needed to train some of the largest
language models, we note that OpenAl’s GPT-3, with its 175 billion parameters, was trained with
499 billion tokens and would require $4,600,000 to train - even when utilising the lowest priced
cloud GPUs on the market33,

Concerning the research on conversational agents, Fglstad et al.3!* have identified several
challenges. While performance of methods and algorithms has improved over the last couple of
years, extracting precisely the user intent and sentiment remain difficult and conversational
agents may have breakdowns when dealing with everyday situations. Then, adaptation to the
user conversational context has been identified as one of the principal challenges in the early
years and has remained an active area of research. Conversational agents should adapt to the
social context and literacy competences of the users. Finally, standardised evaluation of systems
and algorithms need to be implemented for chabots. Open and distributed datasets for
evaluation have become a key element for sound and reproducible research in NLP for many
years.

Vignette 1: Multi-lingual document analysis and summarisation for investigative journalism

Adele is a journalist who writes about the economic situation in developing countries, with
particular focus on energy matters. To ensure a good coverage of this highly dynamic topic, she
should have swift access to large amounts of news, social media contributions and corporate
documents written in different languages. She needs a set of tools which: (1) translates domain-
specific documents from potentially under-resourced languages to German, English and
Croatian, the reporting languages by Adeéle, in a reliable manner; (2) clusters them according to
both topics and opinions about these topics to give an overview of the different points of view
expressed; (3) mines arguments used in the source documents and evaluates their plausibility;
and (4) summarises these documents. Such NLP-based tools would greatly facilitate Adéle’s
documentation work and would allow her to focus on the creative side of her reporting.

Vignette 2: Conversational agent for interactive and personalised audio content delivery in
broadcast

Hector is in charge of the media delivery team of a public broadcaster. One of the innovative
services of the broadcaster is to offer interactive and personalised audio content to their

313 C. Li, OpenAl's GPT-3 Language Model: A Technical Overview (2020): https://lambdalabs.com/blog/demystifying-
gpt-3/
314 Fglstad et al. (2021). Future directions for chatbot research: an interdisciplinary research agenda. In: Computing.
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audience. Hector’s team develops a conversational agent which adapts the content served to
the user depending on their historical preferences but also on the go, based on questions asked
when the content is played. The agent exploits cutting-edge NLP techniques in order to: (1)
formalise historical preferences and propose material which mixes new content on topics that
were already explored by the users and new topics which are likely to interest them; (2)
understand the user’s queries and integrate them in the dialogue model in order to be able to
modify the content at any moment depending on the interaction with the user; (3) combine
content from the broadcaster’s archives and from open sources in a coherent material which is
served to the user.

NLP has witnessed a true revolution during the last few years with large language models like
GPT-3. NLP is expected to become increasingly mainstream in the media business though
applications such as conversational agents and virtual characters, creative writing, robot
journalism, interactive storytelling, voice search for image/video/audio, sentiment analysis in
social media, voice dubbing, or multi-lingual translation.

On the news content production side, NLP is already in the newsroom, with large news
broadcasters having their own research and development divisions. Their principal objective is
to devise tools to smooth the editorial process. Among those tools, faceted search engines help
journalists to look for information in databases, archives and on the web. They allow for rapid
information gathering to help staff to write and edit news.

There is no extensive use of state-of-the-art NLP yet. But this may change in the future. Several
academic research teams are devising automatic fact-checking systems that are able to tell
whether the information is legitimate or spurious. Automatic argument mining is also actively
pursued. Being able to extract the argumentation structure of a source document could help
journalists to skim rapidly several sources of information.

Concerning information extraction, new methods for event, entity and relation extraction could
help journalists to rapidly extract relevant documents from large databases. For instance, NLP
techniques were already used to skim the large corpus available in the Pandora papers.

On the other side of the spectrum, news consumers could also benefit from the development of
NLP. Automatically characterising news topics and opinions could help citizens to broaden their
views and counter the effects of news recommendation systems that tend to only suggest
content aligned with user’s opinions.

All other media industry sectors are also expected to be impacted by the deployment of NLP
algorithms. Video games, especially those involving open worlds, may benefit from
conversational agents powered by Al to improve the gaming experience and offer a unique story
to each participant. This also opens interesting opportunities for the Metaverse where bots
could potentially interact with users’ avatars.
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The film and TV industry can use new NLP techniques to automatically analyze audience reviews
for fast opinion mining surveys or to predict audience engagement and movie success based on
script analysis. Assisted multilingual subtitling or voice dubbing are also interesting applications
for this sector while automatic or assisted translation in different languages can be a game-
changer for the publishing industry.

NLP is a large and old academic research domain and has experienced several breakthrough
changes over the last two decades. It is therefore difficult to draw objectives for the far future.
However, we identified several interesting research avenues for the next few years.

As mentioned in previous sections, a lot of work has been done in representation learning, with
the emergence of the transfer learning paradigm. Models have gained in complexity and
ingenuity, and helped to improve the state-of-the-art for all tasks in NLP. There is an actual trend
in devising more and more complex systems with billions of parameters. However, little research
has been done on data centric approaches where the objective is to improve the overall
representativity of the dataset that is fed to the models to increase downhill performance.

Furthermore, although new methods and datasets have been devised over the past couple of
years, probing the knowledge that is embedded in these models remains difficult and needs
further research. A better understanding of the content of these models could lead to
improvement in other NLP areas.

Finally, the emerging topic of model hybridation, i.e. combining existing curated knowledge and
unsupervised language model, needs further investigation. Although recent language models
manage to capture knowledge in an unsupervised fashion, they fail to learn fine-grained
relations within the text.

6.6 Content moderation

Contributors: Georgi Kostadinov (Imagga), Chris Georgiev (Imagga), Pavel Andreev (Imagga),
Ralitsa Golemanova (Imagga)

During the last few years, content moderation powered by Artificial Intelligence has grown
exponentially. It has developed in ways that were unimaginable just a decade ago, breaking
concepts and widening the horizons of what’s possible.

Automated content moderation has been fuelled by ever-evolving machine-learning algorithms
that constantly improve in accuracy and speed. Just 10 years ago, image recognition was only
able to classify and detect basic objects and shapes. Now, thanks to the advancements of deep
learning, image recognition algorithms for instant detection of all types of inappropriate visual
content are a reality.
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Automated (also referred to as semi-automated) content moderation thus offers important new
capabilities for businesses of different venues that need effective screening of digital content.
The Al moderation platforms address a number of key challenges that online platforms and
companies face, including:

Huge amounts of user-generated content need to go online immediately, but still have
to be monitored for appropriateness, safety, and legality. This can make it difficult for
online platforms to grow and scale internationally if they don’t have an effective way to
screen all postings — textual, visual, and even live streaming. Without moderation,
these businesses risk great reputational harm, along with other negative consequences.
Content moderation has to happen in real-time, which is especially difficult for live
streaming and video that are becoming the most popular content formats. The
complexity of screening visuals, texts and moving images at the same time is
tremendous.

User safety and especially the protection of vulnerable groups is becoming a priority in
legislation that covers digital platforms. This means that in many places across the globe,
online businesses are required by law to have solid Trust and Safety programs and
protection mechanisms based on content moderation. This is necessary not only to
ensure the upholding of their internal principles and guidelines, but to safeguard
consumers.

The stress and harmful effects on human moderators from exposure to shocking,
violent and disturbing content is significant. Digital businesses aim to minimise these
negative consequences and to protect their moderating teams from the worst content.
Digital platforms have to be able not only to scale in terms of countries and amounts of
content that goes live, but also to adapt to quickly changing circumstances and norms
for content appropriateness.

Public manipulation, political propaganda, disinformation through fake news, and the
rise of deepfakes are disturbing yet prevailing new phenomena online. Both official
authorities and online platforms need an effective way to fight them, and machine
learning algorithms are the key to that.
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How Does Facebook Moderate Content

Overview of Facebook content moderator pay and jobs

Facebook removals other than fake
accounts and spam”*
. First quarter of 2020, in millions.

Annual pay for content rmm;—mcm\,‘ $1,404 to $28,800

Median pay pack aried Facebook employee $240,000

1.7 B Adutt nudity and sexual activity

In 2009 there were... In 2018 there were... 2.3 “j'

B Viclent and graphic content

Dangerous organizations:
terrorism and organized hate

A.. ° A.‘ B Hate speech
12 120 million 15,000 Drugs and firsarms
content moderators monthly active users content moderators

Child nudity and sexual
exploitation of children

[ | Bullying and harassment

Suicide and salf-injury

statista”a “Ingludes same cantent thal Is covered bul nol removed,

Figure 72: Some interesting moderation statistics: a) Facebook content moderation between 2009 and
2018%%5, and b) Facebook content removals per category in 2020%°,

While holding great potential and already showing impressive results, there are challenges that
Al-powered content moderation is facing.

One of the major issues with which automated content moderation is struggling is recognising
context. Machine learning algorithms can find it difficult to differentiate between subtle cultural
and social trends and phenomena. For example, if the algorithm is set to remove all nudity, this
is what it would do - even if the nudity is related to art or important news pieces. A prominent
example was the case from 2016 when Facebook removed the photo of the iconic Vietnamese
‘napalm girl’ who is naked3'’.

A growing body of national and international regulations are already affecting online platforms
that allow the sharing of user-generated content and communication between users. The
regulations are steadily pushing for effective content moderation in order to protect people and
ensure a fair and safe environment for all.

The European Union is gradually moving forward with its Digital Services Act®!, and so are
individual countries like the United Kingdom, France, Germany, and the United States with their
national legislation. These new regulations include provisions to provide adequate protection of
users against inappropriate and harmful content. The rationale of these legal requirements
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seems understandable, especially considering the infamous cases of crimes and murders that
have been live streamed on major platforms like Facebook, YouTube, and Periscope3’®.

On the other end, this might create more fears of moderation bias and censorship, resulting in
limiting the freedom of expression, and the right of the user to know why their content was
removed. What is clear is that we need to better understand the context, the political situations
in different regions of the world as well as cultural and religious particularities and properly
transfer that knowledge to any Al algorithm that will deal with automated content moderation.

Another important challenge that Al platforms need to overcome is multilingual and
multicultural moderation. While they are getting better at it and are surely improving how
content moderation in different languages is performed, there are still obstacles in the way. The
process is not only about acknowledging the direct meaning of words and phrases, but their
social and cultural connotations that may make them offensive and inappropriate. In this
respect, the more feedback machine learning algorithms receive, the better they can become at
spotting the nuances in content — which is definitely not a mission impossible, but simply a
gradual process that takes processing large amounts of data.

Live streaming and live video are another interesting challenge for Al-based content
moderation platforms. They generate such a substantial amount of data per second that manual
moderation is simply an impossible task. Moreover, applying Al on each frame of the live
broadcast generates high platform costs. A fast and accurate Al needs to be developed to
overcome these hurdles and reach efficient and cost-effective moderation of live streaming and
videos.
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Figure 73: A content moderation tool by Imagga®?°.

Vignette 1: Automatic moderation of content harmful for vulnerable communities

Merry is a manager in an online newspaper with a solid and long-standing reputation for
monitoring content that might be harmful for vulnerable communities. Her job is to ensure every
piece of information that gets published through the media’s channels meets company
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